PCIl Express®
Base Specification
Revision 2.0

December 20, 2006

PCI| >
EXPRESS



Revision Revision History DATE

1.0 Initial release. 07/22/02

1.0a Incorporated Errata C1-C66 and E1-E4.17. 04/15/03

1.1 Incorporated approved Errata and ECNs. 03/28/05

2.0 Added 5.0 GT/s data rate and incorporated approved Errata 12/20/06
and ECNs.

PCI-SIG” disclaims all warranties and liability for the use of this document and the information
contained herein and assumes no responsibility for any errors that may appear in this document, nor
does PCI-SIG make a commitment to update the information contained herein.

Contact the PCI-SIG office to obtain the latest revision of this specification.

Questions regarding the PCI Express Base Specification or membership in PCI-SIG may be
forwarded to:

Membership Services

WwWw.pcisig.com

E-mail: administration@pcisig.com
Phone: 503-619-0569

Fax: 503-644-6708

Technical Support
techsupp@pcisig.com

DISCLAIMER

This PCI Express Base Specification is provided “as is” with no warranties whatsoever, including
any warranty of merchantability, noninfringement, fitness for any particular purpose, or any
warranty otherwise arising out of any proposal, specification, or sample. PCI-SIG disclaims all
liability for infringement of proprietary rights, relating to use of information in this specification.
No license, express or implied, by estoppel or otherwise, to any intellectual property rights is
granted herein.

PCI, PCI Express, PCle, and PCI-SIG are trademarks or registered trademarks of PCI-SIG.
All other product names are trademarks, registered trademarks, or servicemarks of their respective
owners.

Copyright © 2002-2006 PCI-SIG



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

Contents
OBJECTIVE OF THE SPECIFICATION ...ttt 21
DOCUMENT ORGANIZATION ...ttt 21
DOCUMENTATION CONVENTIONS ...ttt st 22
TERMS AND ACRONYMS ..ottt bbbttt 23
REFERENCE DOCUMENTS ... ..ottt sttt 29
1. INTRODUCTION ..ottt sb bbbttt b bbb b 31
1.1. A THIRD GENERATION I/O INTERCONNECT ...cuiitieiuiaiesieenienseesteessesseesseessesseessesssessenssens 31
1.2, PCIEXPRESS LINK...citiitiiiiitieiieieite ettt bbbttt 33
1.3,  PCI EXPRESS FABRIC TOPOLOGY ....cciiiiiieiiiiiiiesieesieesieeateesieesseeesteeseeesneessneesnesssneenes 35
1.3.1. ROOE COMPIEX.....cueeieiciecie ettt ettt e s re e ste e sreeeeanes 35
1.3.2. ENOPOINTS ... bbbt 36
13,30 SWITCN st 39
1.3.4. Root Complex EVent COECTON.........ccoiiiiiiiiceeeee e 40
1.3.5. PCI ExXpress to PCI/PCI-X Bridge......cccooeiieieiieie e 40
1.4. PCI EXPRESS FABRIC TOPOLOGY CONFIGURATION ....cccuviiuiieieerireasieeseeesieesineeseeesaeeenes 40
1.5,  PCIEXPRESS LAYERING OVERVIEW........citiuieiieieiesiesiestesiesiesseseessessessesiessessessessesnsennes 41
151, TranSaCiON LAYET .......cociiiiiiieieieiee ettt b 42
1.5.2. Data LINK LAYET ....c.eeivieiecie ettt ste e ana e sae e nns 42
1.5.3. PRYSICAI LAYET ..o 43
1.5.4. Layer FUNCLIONS aNd SEIVICES........ccveieiiecieeie et 43
2. TRANSACTION LAYER SPECIFICATION .....ccooiiiiiiiieieieieie et 47
2.1, TRANSACTION LAYER OVERVIEW.....cciiuiiieieiesiesiestestesiesiesee et sttt nnennes 47
2.1.1.  Address Spaces, Transaction Types, and USAgE..........ccererrerenerenienesieneeeeeens 48
2.1.2. Packet FOrmMat OVEIVIEW ........coviieiiieiiesie ettt 50
2.2. TRANSACTION LAYER PROTOCOL - PACKET DEFINITION .....ccciiiiiieniiiaiiesieeeniee e ol
2.2.1.  Common Packet Header FIelds ..........ccooiiiiiiiniiieiee e 51
2.2.2.  TLPs with Data Payloads - RUIES ..o 54
2.2.3.  TLP DIQESt RUIES ..ottt 56
2.24. Routing and Addressing RUIES ..o 56
2.2.5. First/Last DW Byte ENables RUIES..........ccccveieiieieec e 59
2.2.6. TranSaCtion DESCIIPLON ......c.eiieiieieeie sttt nreas 61
2.2.7. Memory, 1/0, and Configuration Request RUIES...........ccccovvivereiieseeie e 66
2.2.8. Message REQUESE RUIES ........cooiiiieiieiee e 69
2.2.9.  COMPIEtION RUIES .....ocvviieieie ettt 80
2.3.  HANDLING OF RECEIVED TLPS.....iiiiiiiiie e 82
2.3.1. Request Handling RUIES..........coveiveeciesece e 85



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

2.3.2.  Completion Handling RUIES..........ccooiiiiiiiiee e 98
2.4, TRANSACTION ORDERING ....ceititiitistisiesseeiestestestestessesbessesseeseessessesbesbesbesbessesseeseeeennens 100
2.4.1.  Transaction Ordering RUIES ..o 100
2.4.2. Update Ordering and Granularity Observed by a Read Transaction................ 104
2.4.3.  Update Ordering and Granularity Provided by a Write Transaction................. 105
2.5.  VIRTUAL CHANNEL (VC) MECHANISM......cciiiieieaiestiesteaeesteessesseessaessssseesseessessessseens 105
2.5.1.  Virtual Channel Identification (VC ID) ........ccoceririiriiiiiieieesc e 108
252, TC O VC MaPPING ..eeiiiitiiitieie sttt steeste e ste e ta et e e sraesresseesraesaeeneenreas 109
253, VC ANA TC RUIES......iiiiiiee ettt enee s 110
2.6.  ORDERING AND RECEIVE BUFFER FLOW CONTROL ...ccuviuiiiieiieieienie et 111
2.6.1. FIOW CONLIOl RUIES ...t 112
2.7, DATA INTEGRITY .otitiiuieiiiestestesteste st sieeseete sttt sttt bbb et e b e sbe st e bt bt abeene e st e e e e 122
2.7.1. ECRC RUIES ...ttt ettt nre s 123
2.7.2. Error FOrWArdiNg .....c.ocveiiieiece ettt 127
2.8.  COMPLETION TIMEOUT MECHANISM ....coiuuiiitiiaiiieiiiesitiasieeaseesieesineesieesseeesieesnneesseessneas 129
2.9, LINK STATUS DEPENDENCIES ....veitiitiiieatieieiesiestesiesiesiessessesssessessessessessessessessessesseessens 130
2.9.1.  Transaction Layer Behavior in DL_DOWN Status...........c.ccocvrerinieienenenenennns 130
2.9.2.  Transaction Layer Behavior in DL_Up StatusS ..........ccccceevviieiievesic e 131

3. DATA LINK LAYER SPECIFICATION ....coiiiiie ettt 133
3.1, DATALINK LAYER OVERVIEW ...ouiiiiiiiiiiiieiesie sttt sttt sttt 133
3.2. DATA LINK CONTROL AND MANAGEMENT STATE MACHINE ......ccoiiiiiiiaiienie e 135
3.2.1. Data Link Control and Management State Machine Rules..............c..cccceveveenen. 136
3.3.  FLOW CONTROL INITIALIZATION PROTOCOL ..cuviiiiiiiiieiiesieesiee st 138
3.3.1L Flow Control Initialization State Machine RUIES ............ccccovviiieinieiiiesiie 138
3.4. DATALINK LAYER PACKETS (DLLPS) ..cciuiiiiiiieieiiesiee ittt 142
3.4.1. Data Link Layer Packet RUIES .........c.cccviiiiieiece s 142
3.5, DATA INTEGRITY .ettiitiiiieeiieeateestte st ettt sbe e st ste e s e e e sbe e s s e e sbeessn e e nbeeamneeabeesnneenneennneas 147
3.5.1. INEFOAUCTION. ...t bbbt 147
3.5.2. LCRC, Sequence Number, and Retry Management (TLP Transmitter).............. 147
3.5.3. LCRC and Sequence Number (TLP RECEIVEN) ......cceiveieiieiieie e eee e sieannens 159

4. PHYSICAL LAYER SPECIFICATION ....oooiiiiiiieie et 167
4.1, INTRODUCTION L.ttiiiitiieiuiieasitteastteeastseeasseeesbseesbeeessbeeessbeeessseeessbeesssbeeessbeesnneeeanneesseeens 167
4.2, LOGICAL SUB-BLOCK ......uttitttateeiurtateesieeasteesssaasseessseaseessseasseessneasseessseasseessneaseesnneennes 167
4.2.1.  SYMDOI ENCOOING ..ovveiieiecice ettt 168
4.2.2. Framing and Application of Symbols to Lanes...........ccccovvviiieniiiniienesieen, 171
4.2.3. Data SCrambling .......c.oooveiieice e 174
4.2.4. Link Initialization and Training.......ccoceoeieeinieneeie e 176
4.2.5. Link Training and Status State Machine (LTSSM) Descriptions...............c........ 188
4.2.6. Link Training and Status State RUIES..........ccccciiiiiiiiie e 192
4.2.7.  Clock Tolerance COMPENSALION ..........ccveueiieeiieriesieseesieseesee e eeesree e eeesreenes 237
4.2.8. ComPHANCE PATBIN ... 239
4.2.9. Modified Compliance Pattern............cccoovveieeieiiesi e 240
4.3, ELECTRICAL SUB-BLOCK ....uttitieitiiateestreeteesseaasteessseasseessseasseessnessseessseaneessnesnseesnnsennes 241
4.3.1. Maintaining Backwards Compatibility..........c.ccccoviiiiiieie i, 241
4.3.2. Jitter Budgeting and MeasUrement............ccooevirrenienieeneeie e 243



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

4.3.3.  Transmitter SPECITICATION........ccoiiiiiiiieiee e 244
4.3.4. Receiver SPECIfICAtION..........cccvi i 259
4.3.5.  Transmitter and Receiver DC SPeCIfiCatioNnS...........ccccerereririnieienenesc s 273
4.3.6.  Channel SPeCIfiCatiONS.........ccceiiiiiiiecie e 278
4.3.7. Reference CloCk SPeCIfICAtIONS............uviiieiiiiiiesice e 285
POWER MANAGEMENT ..ottt bbb 293
5.1, OVERVIEW ..ttt ittt ettt etttk e et et e e hb e e bt e e se e e ke e eme e e ebe e e sbeebeennneebeennneas 293
5.1.1. Statement Of REQUITEMENES.........ooiveiiiiece e 294
5.2, LINK STATE POWER MANAGEMENT .....ctiiutteitiiateesieeanteesteeaseestesssseesseessseesseessnsassesssneas 294
5.3.  PCI-PM SOFTWARE COMPATIBLE MECHANISMS........cccuiiiieieienieniesiesiesiesiesesseenee e, 299
5.3.1. Device Power Management States (D-States) of a Function............cccccccocevvnene 299
5.3.2. PM Software Control of the Link Power Management State..............ccccccceveenen. 303
5.3.3. Power Management Event MechaniSms ...........ccoevererenininisieeese e 308
5.4. NATIVE PCI EXPRESS POWER MANAGEMENT MECHANISMS .....ccveiviiieriirieniisieeeeeenen, 315
5.4.1.  Active State Power Management (ASPM) ... 315
55, AUXILIARY POWER SUPPORT .....coittitiiiietieieiesiesteste st stessessesseessessesse st b ssessessesseensennens 331
55.1.  Auxiliary Power ENabling.........cccooiiiiiiiiiiiiecee s 331
56. POWER MANAGEMENT SYSTEM MESSAGES AND DLLPS......cccoooviiiiiiiiiiiiicciee, 332
SYSTEM ARCHITECTURE ..ottt 335
6.1.  INTERRUPT AND PIME SUPPORT ..ottt sttt sttt 335
6.1.1. Rationale for PCI Express Interrupt Model............cooooiiiiiiien 335
6.1.2. PCI Compatible INTX EMUIAtION..........cccoveiiiieiicce e 336
6.1.3. INTX Emulation Software Model ..., 336
6.1.4. Message Signaled Interrupt (MSI/MSI-X) SUPPOIt.......ccoeiieieeiiiie e, 336
6.1.5. PIME SUPPOIT....coeiieeie e 338
6.1.6. Native PME Software MOl ..........cocoiiiiiiiiiiiiiieecese e 338
6.1.7. Legacy PME Software MOodel ..o 339
6.1.8.  Operating System Power Management Notification............ccccccevvvverieerviinnnnn 339
6.1.9. PME Routing Between PCI Express and PCI Hierarchies ...........c.ccoocvveinnnnene 339
6.2.  ERROR SIGNALING AND LOGGING.....cciuuiiuieitiriiieiiinsieesieesteesiesssseessesssaeessesssnesssesssnens 340
6.2.1. R0 o[ TP U PR UPPOPRROPY 340
6.2.2. Error ClasSifiCation ..........ccoiiiiiiiiei e 340
6.2.3. Error SIGNAIING ....ocveeiee e 342
6.2.4. g (0] g oo o 1 o OSSPSR 349
6.2.5. Sequence of Device Error Signaling and Logging Operations ............cccccveuenee. 352
6.2.6. Error Message CONLIOIS ........cccueiieiiee e 354
6.2.7. Error Listing and RUIES .........ooviiiiiiie e 355
6.2.8.  Virtual PCI Bridge Error Handling...........cccoooviiiiieii e 359
6.3.  VIRTUAL CHANNEL SUPPORT ...cttiiutieiteeasreasseeaseesseessseesseessseessesssssassesssseassessnssssessneas 360
6.3.1. INtroducCtion @Nd SCOPE ......eoveeiieeeeie st 360
6.3.2. TC/VC Mapping and Example USage.........ccovierierieninie e 361
6.3.3. VO AIDITIAtION ..o e 363
6.3.4. I1SOCNIONOUS SUPPOIT ...ttt 371
6.4.  DEVICE SYNCHRONIZATION ....utiitiiiutieiteeaieesteeasteesteesstaessesssseessesssseessessssesssessssssssesssneas 374
6.5,  LOCKED TRANSACTIONS ... .ceitteitreaureesteeasreasseeasseesseessseesseessseesseessneasseessneessessnesssessnens 375



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

6.5.1. L1 T (8ot o] o PRSP 375
6.5.2. Initiation and Propagation of Locked Transactions - Rules...............cccceevveneen. 376
6.5.3. Switches and LOCK = RUIES.........coeiieiiiieieee e 377
6.5.4. PCI Express/PCI Bridges and LOCK - RUIES .........cccoveieiieii e 377
6.5.5. Root Complex and LOCK - RUIES............cooiiiiiieeeeee e 378
6.5.6. Legacy ENAPOINTS......c.ociuiiiiiieie ettt 378
6.5.7. PCI EXPress ENAPOINTS ......coviiiiiieiiieiesie sttt 378
6.6.  PCIEXPRESS RESET = RULES ....uiiiitiiiiiiiiieie ettt 378
6.6.1. CoNVENTIONAI RESEL ......eevieiieie ettt 378
6.6.2. Function-Level RESEt (FLR).....c.ooviiieie e 381
6.7.  PCIl EXPRESS HOT-PLUG SUPPORT ....ccutiiiieiiieiiienieesiiesiee st e sie e sieeseeesneesnneanneesnnens 384
6.7.1. Elements Of HOt-PIUQ........c.coiiieiecc e 385
6.7.2. Registers Grouped by Hot-Plug Element ASSOCIation...........cccccvevvevveresiensenene. 391
6.7.3. PCI EXpress HOt-PlUg EVENTS.........ccooiiiiiiccece e 393
6.7.4. Firmware Support for HOt-PlUg ........ccooiiiiiiiiiieeee e, 396
6.8.  POWER BUDGETING CAPABILITY ..uoitiiiiiiieieiesiesteste st st sbe st bbb nnens 396
6.8.1.  System Power Budgeting Process Recommendations.............cccccoeererinneiieinennn. 397
6.9.  SLOT POWER LIMIT CONTROL ...vtitiitiitieiieieiesiestesie st siesiessessee s ssesbe st s sbe s ssesseeseennens 397
6.10. ROOT COMPLEX TOPOLOGY DISCOVERY ....cccuiiiiiiaiieniiiaiiesireaieesieeesiee e ieesnee s 400
6.11. LINK SPEED MANAGEMENT ...ttt st sttt sttt st sbe bbbt e e s 402
6.12. ACCESS CONTROL SERVICES (ACS) ..cviiiiiiieiie ettt 403
6.12.1. ACS Component Capability ReQUIFEMENTS ..........ccceeiveiiiiieie e 404
6.12.2.  INEErOPErabilitY ....c.ooeiiiiecicrie e 408
6.12.3.  ACS Peer-to-Peer Control INteractions..........cccevererereneninisieiene e 408
6.12.4. ACS Violation Error Handling .........cccceieiiiiiinininisieeee e 409
6.12.5. ACS Redirection Impacts on Ordering RUIES ..........ccccoeiieiicieiicic e 410
SOFTWARE INITIALIZATION AND CONFIGURATION. ..ot 413
7.1.  CONFIGURATION TOPOLOGY ....eeitiiiuiieiteeaiiiesteessteestessssaessesssseessesssseessessssesssessssesssesssnens 413
7.2. PCl EXPRESS CONFIGURATION MECHANISMS ....cccuiiiiiaiiiiiiesieesieeesiee e ssee e ennee e 414
7.2.1. PCI 3.0 Compatible Configuration MechaniSm ...........ccccccevevevenieeineiesieesnenens 415
7.2.2. PCI Express Enhanced Configuration Access Mechanism (ECAM).................. 416
7.2.3. Root Complex RegiSter BIOCK .........ccviviiieriiiie e 420
7.3.  CONFIGURATION TRANSACTION RULES ......cctiiiieiiiiiiiesiie sttt 421
7.3.1. DEVICE NUMDET ......eiviiieti bbb 421
7.3.2. Configuration Transaction AddreSSING........couveririeieerenie e 422
7.3.3.  Configuration Request ROUtING RUIES...........cccoeiierieiieiiesicc e 422
7.3.4. PCI SPECIal CYCIES.....eoiiiiiiiiiiee e e 423
7.4.  CONFIGURATION REGISTER TYPES ...oiiiiiiiieiiiiiiiesiiestiesieesteesies e sbeesaeesteesnnaenneesnee s 424
7.5.  PCI-COMPATIBLE CONFIGURATION REGISTERS......cciitiaitieririesieesineesieesneesseesinessneessnens 425
7.5.1.  Type 0/1 Common Configuration SPACE.........cccciveruerieerieerriieseesieee e e eee e 426
7.5.2. Type 0 Configuration Space Header...........ccovieiiieiieiiee e 432
7.5.3.  Type 1 Configuration Space Header.............ccceveiieiieiiiieese e 434
7.6. PCl POWER MANAGEMENT CAPABILITY STRUCTURE ......ceiitieitierireesieesneesieesineesneesieens 438
7.7.  MSI AND MSI-X CAPABILITY STRUCTURES ......ctiitiiiuiianiiesiieesieesieeesieesseeesiesssnessseesseeas 439
7.8.  PCIEXPRESS CAPABILITY STRUCTURE......ccitiitieiteeairiasieeareesteessneesseessneesseesnnessseessneas 440

7.8.1. PCI Express Capability List Register (Offset 00N) .........cccevvvieriveiriieiiereans 441



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

7.8.2. PCI Express Capabilities Register (Offset 02h) .......cccccoveriiiniiniiiiieicsesce 442
7.8.3. Device Capabilities Register (Offset 04h) ........cccoeiieiiiiiccccee e, 444
7.8.4. Device Control Register (OffSet 08N) ........ccooiiiiiiiiiiiiceeeee e 449
7.8.5. Device Status Register (Offset OAN)........ccooveiiiiiiiece e 455
7.8.6. Link Capabilities Register (OffSet OCh)........ccoeiiiiiiniiiiiceee e 458
7.8.7. Link Control Register (Offset 10N) ........cocovieiiiieciecr e 462
7.8.8. Link Status Register (OffSet 12N) .......cccooiiiiiiiiireeee e, 469
7.8.9.  Slot Capabilities Register (Offset 14h) .......cccoeiieiiiiiiecc e 472
7.8.10.  Slot Control Register (OffSet 18N) .......ccoeiiiiiiiiiieee e 474
7.8.11.  Slot Status Register (OffSet LAN)........cccviiiiiiiieeececce e 478
7.8.12.  Root Control Register (OffSet LCh) .......cccuriiiiiiiiieieserseeee s 480
7.8.13. Root Capabilities Register (Offset 1EN) .......ccccoveiieiiiiiiicie e 482
7.8.14. Root Status Register (OffSet 20N)........cceririiiririiise e 482
7.8.15. Device Capabilities 2 Register (Offset 24h) .......c.ccceeveiiiiiiiiiiece e 483
7.8.16. Device Control 2 Register (OffSet 28h) ........ccooviiiiiiiiierieeee e 485
7.8.17. Device Status 2 Register (Offset 2AN)........coviiiieiiicce e 487
7.8.18.  Link Capabilities 2 Register (OffSet 2Ch).........cccouririiiiiiniiescreseseeeeee 487
7.8.19.  Link Control 2 Register (Offset 30N) ......ccocoeiieiiiciieceee e 487
7.8.20.  Link Status 2 Register (OffSet 32N) ........cccereiiriiiiisieieee e 492
7.8.21.  Slot Capabilities 2 Register (Offset 34h) .......cccoeiieiiiiiice e 492
7.8.22.  Slot Control 2 Register (Offset 38N) .......ccooeiiiiiiiiice e 492
7.8.23.  Slot Status 2 Register (OffSet 3AN).......ccoiiiiiieii e 492
7.9.  PCIl EXPRESS EXTENDED CAPABILITIES.....ccitttitiarieeaeiasieeareessessseesseessseesseesnssssesssneas 493
7.9.1. Extended Capabilities in Configuration SPace............ccccvvveveiiieieeie e 493
7.9.2.  Extended Capabilities in the Root Complex Register BlocK............cccccevirvnnnne. 493
7.9.3. PCI Express Enhanced Capability Header ..............cccooeiieieiie i, 494
7.10. ADVANCED ERROR REPORTING CAPABILITY ..ecteiiiierieesrienieesneesreessneesnessnneesseesnnens 495
7.10.1. Advanced Error Reporting Enhanced Capability Header (Offset 00h).............. 496
7.10.2.  Uncorrectable Error Status Register (Offset 04h).........ccoceveiiiiiiiiiiinieicnns 497
7.10.3.  Uncorrectable Error Mask Register (Offset 08N).........cccoovvviviiveriiiiesieeseeiennnn 498
7.10.4.  Uncorrectable Error Severity Register (Offset OCh) ........ccoccvviiiiiiiieiieiiens 499
7.10.5. Correctable Error Status Register (Offset 10N)........cccovviveviiieiiieni e 501
7.10.6. Correctable Error Mask Register (Offset 14h).........cccooiiiiiiiiiiiiieneee e 502
7.10.7.  Advanced Error Capabilities and Control Register (Offset 18h)...........ccccenee. 503
7.10.8. Header Log Register (OffSet ZCh) .....ccooiiiiiiiiiieieresee e 504
7.10.9. Root Error Command Register (Offset 2Ch) ........ccceeveiiieiiiiie e 505
7.10.10. Root Error Status Register (Offset 30N).........cccovieiiiiiniiereeee e 506
7.10.11. Error Source Identification Register (Offset 34h) ........cccovvveviviiiiiieiice 509
7.11. VIRTUAL CHANNEL CAPABILITY oeiutteitiiiteesieeaieesieeaseesseeasseessnessneesssesssessnnesssesssneas 510
7.11.1.  Virtual Channel Enhanced Capability Header .............c.cccoovvevviiiniveicsicieens 512
7.11.2.  Port VC Capability REQISTEr L .......coeiiiiiiiii e 513
7.11.3.  Port VC Capability REQISIEN 2.......cceeiieiee e 514
7.11.4.  Port VC CONrOl REQISTEN.....c..iiiiiiieie ettt 515
7.11.5.  POrt VC Status REJISIEL ....c.vcieiieieeie ettt nnees 516
7.11.6. VC Resource Capability REGISIEN ........ccoiieiiiiiiieieeie e 517
7.11.7.  VC Resource Control REQISIEN ........ccueiveieiiereeie et ee e 519



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

7.11.8.  VC ReSoUrce Status REGISTET .......ccveiviriiiirieriiriieie ettt 521
7.11.9.  VC ArDIitration Table ........ccooiiiiiiieieee s 522
7.11.10. Port Arbitration Table ..o 523
7.12. DEVICE SERIAL NUMBER CAPABILITY ...otiiiiiiitiniesiesiisieie st sie s 525
7.12.1. Device Serial Number Enhanced Capability Header (Offset 00h)..................... 526
7.12.2.  Serial Number Register (Offset 04h).......cccoeiiiiiiiiiccece e 527
7.13. PCI EXPRESS ROOT COMPLEX LINK DECLARATION CAPABILITY ...ooovvieriieeiiesieeenee 527
7.13.1. Root Complex Link Declaration Enhanced Capability Header ......................... 529
7.13.2.  Element Self DESCIIPLION........ccuiiiieiiieiie ettt 530
7.13.3.  LINK ENEFIES ...eiiiiticieee ettt ettt 531
7.14. PCI ExPRESS ROOT COMPLEX INTERNAL LINK CONTROL CAPABILITY ....cccvverirennee. 535
7.14.1. Root Complex Internal Link Control Enhanced Capability Header .................. 535
7.14.2. Root Complex Link CapabilitieS REQISLEr ..........cccuviiiiiieieieiere e 536
7.14.3. Root Complex Link Control REQISIEN ..........ccciveiieiieiiec e 538
7.14.4. Root Complex Link Status REQISTEN.........ccooeiiriiiiieieiee e 540
7.15. POWER BUDGETING CAPABILITY ..euvviuieiiiieiesiesiestesiesiessesseeeesse st sie st siessesnessennens 541
7.15.1. Power Budgeting Enhanced Capability Header (Offset 00h)..........cccccevervrnenne. 541
7.15.2. Data Select Register (Offset 04h) ........ccoviieiiiiiicc e 542
7.15.3. Data Register (OffSEt 08N) .......cccoveiiiiiiiiiieiiee s 542
7.15.4.  Power Budget Capability Register (Offset OCh)..........cccoovveviiiiiieiieiececees 545
7.16. ACS EXTENDED CAPABILITY L.eiiutieitiiatiesieeaieasieeateasieesseasseessseessesssseassesssssessesssneas 945
7.16.1. ACS Extended Capability Header (Offset 00N) .........cccvevviiieieiiiiieecececees 546
7.16.2.  ACS Capability Register (OffSet 04h) .........coouiiririiiireiesesee s 546
7.16.3.  ACS Control Register (OffSet 06h) .........cccciveiiiiiiiciicc e 548
7.16.4. Egress Control Vector (OffSet 08N) .........ccoceiiriiiieiiierereseeeeeee s 549
7.17. PCI EXPRESS ROOT COMPLEX EVENT COLLECTOR ENDPOINT ASSOCIATION
CAPABILITY itteitteetee sttt ettt ettt et s et e bt e e s et ek e e st e e be e e a b e e be e e R b e e be e ahe e e be e e nn e e beennneeneennneas 551
7.17.1. Root Complex Event Collector Endpoint Association Enhanced Capability
[ ToT= Vo =] P STPR TR 551
7.17.2.  Association Bitmap for Root Complex Integrated Endpoints...........cccccevevennen. 552
7.18. MULTI-FUNCTION VIRTUAL CHANNEL CAPABILITY ..cvviitieiiieeieesieeeniee e 552
7.18.1. MFVC Enhanced Capability Header............cccceeviiiiieiiieesiee e 553
7.18.2.  Port VC Capability REQISTEr L .......ooeiiieiiiii e 554
7.18.3.  Port VC Capability REQISIEN 2.......oceeiieiee e 556
7.18.4.  Port VC CONrol REQISTEN........ciiiiiieie et 557
7.18.5.  POrt VC Status REJISIEL ....c.ecveiieieeie e sieece ettt sae e nneas 558
7.18.6. VC Resource Capability REGISIEN ........ccoiieiiiiiiieiesie e 558
7.18.7. VC Resource Control REQISIEN .........cuciveieiieceeie st ee s 560
7.18.8.  VC ResoUICe Status REJISTE .......c.oiieiiiiieiiieriesie sttt 562
7.18.9.  VC Arbitration Table ..ot 563
7.18.10. Function Arbitration Table ... 563
7.19. VENDOR-SPECIFIC CAPABILITY ...vtiitititiesiieasteesieessteesseessseestessssesssessssesssessssesssesssnens 565
7.19.1.  Vendor-Specific Enhanced Capability Header (Offset 00h).........cccccevveervrnnnnen. 566
7.19.2.  Vendor-Specific Header (Offset 04h).........cccoevueiiiiiiieiiee e 567
7.20. RCRB HEADER CAPABILITY ...eiiiiiieiiiiaieesiie st e sttt ne e ne e e neennneens 568

7.20.1. RCRB Header Enhanced Capability Header (Offset 00N) .........cccocvviverveinnnnnn 568



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

7.20.2.  Vendor ID (Offset 04h) and Device ID (Offset 06h).........ccccovvriiininiiniiniinienn, 569
7.20.3. RCRB Capabilities (OffSet 08h).........ccceiiiiiiiiiieiieiecic e 570
7.20.4. RCRB Control (OffSEt OChH) ......coiviiiiiiiiiieieieee s 570

A. ISOCHRONOUS APPLICATIONS. ...ttt 571
AL INTRODUCTION ...utiiiiiieiitieiteee st et e st et e st e st e e e s st e e e sbb e e e abb e e e bb e e e bn e e s ne e e s nneeannnas o571
A.2.  ISOCHRONOUS CONTRACT AND CONTRACT PARAMETERS ....c.coiuiriiriiniiriesiesienieeeeeenes 573
A.2.1.  Isochronous Time Period and Isochronous Virtual Timeslot............cc.cccccveenne. 574
A.2.2.  1S0Chronous Payload Siz€.........ccceiieiiiiii i 575
A.2.3.  Isochronous Bandwidth AHIOCAtION........cccviieiieieiiese e 575
A.2.4.  Isochronous Transaction LatenCY.........ccccvveiveieiieeiieeiie e 576
A.25.  An Example Hllustrating Isochronous Parameters.............ccocovvvieninenneieieennenns 577
A.3.  ISOCHRONOUS TRANSACTION RULES......ciiiiiiiiriiiii ettt 578
A4, TRANSACTION ORDERING .....cceitreiutieiteeanteaaseeaseeaseeasessseeasessseeasseesssessesssssassesssseansesses 578
A5, ISOCHRONOUS DATA COHERENCY ..c.viitiiiiiiiesieiesiestesiesiestessessesssessessessestessessesseeseesenees 578
ALB.  FLOW CONTROL ...citiiiiiieiie ettt ettt ettt ettt e et et e e sbe e e beesbeeenbeeebeeabeesnreennee e 579
A.7.  CONSIDERATIONS FOR BANDWIDTH ALLOCATION ...cutitiiiiriieiieieiesiesiestesiessesseeseeseeneas 579
A.7.1.  Isochronous Bandwidth of PCl EXpPress LinkS.........cccccooiiiiininiiniiniscieees 579
A.7.2.  Isochronous Bandwidth of ENApPOintS..........cccccoveveiieiicie i 579
A.7.3.  Isochronous Bandwidth Of SWILChES .........cccccveiiiiiiiiie s 579
A.7.4.  lIsochronous Bandwidth of ROOt COMPIEX.......cccecveiieiiiiiiiice e 580
A.8. CONSIDERATIONS FOR PCl EXPRESS COMPONENTS .....c.cciiuierieeaieesieeaieesineesieesineeneee e 580
A8.1.  AnENdPoint @S a REQUESTEN ......cceciuiiieiieie ettt s 580
A8.2.  AnEndpoint as a CoOmMPIELEr ... 580
ALB.3.  SWILCNES. ...t 581
AB.4.  ROOL COMPIEX ittt 582

B. SYMBOL ENCODING......oooiiiiiitiiinisieie ettt bbb 583
C. PHYSICAL LAYER APPENDIX .....cotiiiiiiiieie sttt 593
C.1. DATA SCRAMBLING ....eiuttitetasttestteateesteessaeesteessteesteessseesseessbeesbessseeasbeessseenbeessnesnsessseens 593
D. REQUEST DEPENDENCIES........cocotiitiiiieiiiese ettt 599
ACKNOWLEDGEMENTS ...ttt sttt te st sneenaenaenaenee e 603



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

Figures
FIGURE 1-1: PCI EXPRESS LINK 11viiiiiiiiiiiiitiitiiiieeesssiiiiiseeessesssssisibssesssssssssssstssssssssssssssssssssssssssssins 33
FIGURE 1-2: EXAMPLE TOPOLOGY ...ceeiiiiitttriiiiieeessssibtteeeessesssssssbasesssssssssssssssassssssssssssssssssnssesessins 35
FIGURE 1-3: LOGICAL BLOCK DIAGRAM OF A SWITCH ueviiiiiiiiiiiiiiiiiiee s iiiiireee e e e ssssissssessesessins 39
FIGURE 1-4: HIGH-LEVEL LAYERING DIAGRAM ....uuuuuiuititiiiririiiriririnisisisssesesesssesasesssssesasasssasasannnes 41
FIGURE 1-5: PACKET FLOW THROUGH THE LAYERS ...ttviiiiiiiiiiiiiiiiiii st sisbbaees s e 42
FIGURE 2-1: LAYERING DIAGRAM HIGHLIGHTING THE TRANSACTION LAYER........cooeevvvieeiieeeene 47
FIGURE 2-2: SERIAL VIEW OF A TLP ...ttt 50
FIGURE 2-3: GENERIC TLP FORMAT ...ttt ae e e e e 50
FIGURE 2-4: FIELDS PRESENT IN ALL TLPS 1oeiiiiiiiiiiiiii ettt 52
FIGURE 2-5: 64-BIT ADDRESS ROUTING .....uttiiiiiiiiiiiititieiie e e e s ettbtrers e e e s s s saabbree e e s s s s s s sbbbsaensseeessans 56
FIGURE 2-6: 32-BIT ADDRESS ROUTING ...uuvttiiiiiiiiiiiiitiieieeeeesssiiiibireessssessssissbasessssssssssssssssssssssssins 57
FIGURE 2-7: ID ROUTING WITH 4 DW HEADER .....cotttttiiii ettt et bree e e e s sabbaaen s s e e e 58
FIGURE 2-8: ID ROUTING WITH 3 DW HEADER .....cccctttiiiiiec ittt ssiibre e sibbbann s e 59
FIGURE 2-9: LOCATION OF BYTE ENABLES IN TLP HEADER ......ovttiiiiieei ettt 59
FIGURE 2-10: TRANSACTION DESCRIPTOR .1vtviiiiiiiiiiiitiieieeieessiiisisiseeesssesssssssssssssssssssssssssssssessssins 61
FIGURE 2-11: TRANSACTION ID .uuiiiiiiiiieciiet ettt e e st bae e e e s e e s s sabb e aen s e e e e e ns 62
FIGURE 2-12: ATTRIBUTES FIELD OF TRANSACTION DESCRIPTOR ..vvvviiiiiiiiiiiiiiieieeessiisiinnenseeeennns 64
FIGURE 2-13: REQUEST HEADER FORMAT FOR 64-BIT ADDRESSING OF MEMORY ........ccveeeennee. 66
FIGURE 2-14: REQUEST HEADER FORMAT FOR 32-BIT ADDRESSING OF MEMORY ......uvvvvvurninnnnnnns 67
FIGURE 2-15: REQUEST HEADER FORMAT FOR /O TRANSACTIONS .....c.vviiiveeeiireeeirreeeirreesiveeesnnnes 67
FIGURE 2-16: REQUEST HEADER FORMAT FOR CONFIGURATION TRANSACTIONS .....uvvvvernnninnnnnnns 68
FIGURE 2-17: MESSAGE REQUEST HEADER .....ccuvviiiiiitiiee e ecttiee e ettt e e et e e e ettae e e enree e e e envane e s eneneas 69
FIGURE 2-18: HEADER FOR VENDOR-DEFINED IMESSAGES ......cccvtviiiieeiiiiiiiiieiee e ssiiiissees e e 78
FIGURE 2-19: COMPLETION HEADER FORMAT ..ottt ettt st rreer e e s s sabbaaen s s e e e 81
FIGURE 2-20: COMPLETER ID .utttiiiiiiiiiiiiiiiiiiii ettt ee e e e s sabb b b ae e s e e e e a 81
FIGURE 2-21: FLOWCHART FOR HANDLING OF RECEIVED TLPS...uouviiiiiiiiiieiiie et 83
FIGURE 2-22: FLOWCHART FOR SWITCH HANDLING OF TLPS......vvviiiiiiiiiiiiiiiie e 85
FIGURE 2-23: FLOWCHART FOR HANDLING OF RECEIVED REQUEST ......veeiiiiiiieecciiiee e 90
FIGURE 2-24: VIRTUAL CHANNEL CONCEPT — AN ILLUSTRATION ...cciiiiiiiitiiiiiniie e siiirrieeeeee e 107
FIGURE 2-25: VIRTUAL CHANNEL CONCEPT — SWITCH INTERNALS (UPSTREAM FLOW).............. 107
FIGURE 2-26: AN EXAMPLE OF TC/VC CONFIGURATIONS ......ciiuiieirieeireeeitreesisreessseesssseeessseeeanns 110
FIGURE 2-27: RELATIONSHIP BETWEEN REQUESTER AND ULTIMATE COMPLETER.....cvvveviieeeenns 111
FIGURE 2-28: CALCULATION OF 32-BIT ECRC FOR TLP END TO END DATA INTEGRITY

o 2L 1 11 =0 1 [ 126
FIGURE 3-1: LAYERING DIAGRAM HIGHLIGHTING THE DATA LINK LAYER ..vvevvviiiiiiiiiiiieieeeeee 133
FIGURE 3-2: DATA LINK CONTROL AND MANAGEMENT STATE MACHINE ....cvevviieiiiiiiiiiiieeeeeens 135
FIGURE 3-3: VCO FLOW CONTROL INITIALIZATION EXAMPLE ...uvvviiieieeiiiiiiirieee e e siiinrreeeeeeee s 141
FIGURE 3-4: DLLP TYPE AND CRC FIELDS c.oiiii ittt ettt sibbrree e 142
FIGURE 3-5: DATA LINK LAYER PACKET FORMAT FOR ACK AND NAK .....cccivvieiieeiiiiiiinineeeeeeenns 144
FIGURE 3-6: DATA LINK LAYER PACKET FORMAT FOR INITFCL ..o 144
FIGURE 3-7: DATA LINK LAYER PACKET FORMAT FOR INITFCZ ....ccoooiiiiiiiiiiei e 144
FIGURE 3-8: DATA LINK LAYER PACKET FORMAT FOR UPDATEFC. ..o 144
FIGURE 3-9: PM DATA LINK LAYER PACKET FORMAT ....oiiiiiiiiitiieiee ettt sirrrne e 145

10



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

FIGURE 3-10: VENDOR SPECIFIC DATA LINK LAYER PACKET FORMAT ...ccviiiiiiiiiiiiiiieieee e 145
FIGURE 3-11: DIAGRAM OF CRC CALCULATION FOR DLLPS ....utvviiiiiiiiiiiiiiiiiecee e 146
FIGURE 3-12: TLP WITH LCRC AND SEQUENCE NUMBER APPLIED .......coeeeiitiieeeeiiieeeeecivnee e 147
FIGURE 3-13: TLP FOLLOWING APPLICATION OF SEQUENCE NUMBER AND RESERVED BITS..... 149
FIGURE 3-14: CALCULATION OF LCRC ..ottt ettt 151
FIGURE 3-15: RECEIVED DLLP ERROR CHECK FLOWGCHART .. .uttiriiieeeeiiiiittirreeeeeeesssnnnrrrseseesesnnns 157
FIGURE 3-16: ACK/NAK DLLP PROCESSING FLOWCHART ....vciiiiitiiie ettt 158
FIGURE 3-17: RECEIVE DATA LINK LAYER HANDLING OF TLPS ..vccvviiiiiiiiiiiiieee i 162
FIGURE 4-1: LAYERING DIAGRAM HIGHLIGHTING PHYSICAL LAYER.......uuiiiiaaans 167
FIGURE 4-2: CHARACTER TO SYMBOL MAPPING ......cuttiiiiieeeiiiiiiitireeee e e e ssissireeesseesssssssnsssessssessnns 168
FIGURE 4-3: BIT TRANSMISSION ORDER ON PHYSICAL LANES - X1 EXAMPLE .........ocovvvvviieeeennnn 169
FIGURE 4-4: BIT TRANSMISSION ORDER ON PHYSICAL LANES - X4 EXAMPLE .........ccoovvvveeeeeeennnn 169
FIGURE 4-5: TLP WITH FRAMING SYMBOLS APPLIED ..vceiiiiiiiiiiiiiiiiie e e e s ssibtbreess s e e e s s ssssssssnssessssnns 172
FIGURE 4-6: DLLP WITH FRAMING SYMBOLS APPLIED ......coiitittiriieeeeesssiitrireeeeeeeessssssnsssessssessnns 173
FIGURE 4-7. FRAMED TLP ON A XL LINK ..uuuttuiuiiiiiiiiiiiiiiiiiniiirininisinensieasensanesnennnn .. 173
FIGURE 4-8: FRAMED TLP ON A X2 LINK 11ttiitiiiiiiiiiiiriiee e e e ssiitrreeeeessssssssssseessesssssssssssssssssessnns 174
FIGURE 4-9: FRAMED TLP ON A X4 LINK utttiiiiiiiiiiiiiiriiii e ssitbree s s s s s ssbbbraes s s e s e s s sssbsssnssessssnas 174
FIGURE 4-10: LFSR WITH SCRAMBLING POLYNOMIAL ......ccoiiiiittiriieeeeessiiitiireeeeee e e s snissrsseeeeeessnns 176
FIGURE 4-11: MAIN STATE DIAGRAM FOR LINK TRAINING AND STATUS STATE MACHINE ........ 194
FIGURE 4-12: DETECT SUBSTATE IMACHINE ......coiiiiittiiiieeeeeiisiitrreeeeeeessssnsrsneeeseessssnansnssessesessnns 196
FIGURE 4-13: POLLING SUBSTATE MACHINE ......coiiitttiiiiie ittt sbbbraen s e e s sabbrran s s e e e s 201
FIGURE 4-14: CONFIGURATION SUBSTATE MACHINE .....ccccciiiiiiiiiriiee e e siiittrrneee e e s sninnrrseeeeeeen e 214
FIGURE 4-15: RECOVERY SUBSTATE IMACHINE......ccoittiiiiiieiit ittt e s sssbbbrren s e e e s ssabbbrans s e s e e 223
FIGURE 4-16: LOS SUBSTATE IMACHINE ....uvviiiiiiiiiiiiiiriiee e e essisiitrreeeeeesssssnsbsaeesseesssssasssssessesessnns 228
FIGURE 4-17: L1 SUBSTATE MACHINE .....utttiiiiiii ittt e e ssbbb e s s s s s s sbbbraee s s e s s s s sbbbbbanssessseea 230
FIGURE 4-18: L2 SUBSTATE MACHINE .....uuttiitiiieiiiiiiiriieeee e s s ssiitrreeeeeeessssnbbreeesseesssssssssssessesessnns 231
FIGURE 4-19: LOOPBACK SUBSTATE IMACHINE ......ccitttiiiiee it iiiiitiiei s ssiiibraee s s e e s s snabbbraesse e e s 236
FIGURE 4-20: TRANSMITTER, CHANNEL, AND RECEIVER BOUNDARIES ......cvvveeiieeiiiiiiiieiieeeeennn 242
FIGURE 4-21: PLOT OF TRANSMITTER HPF FILTER FUNCTIONS ...vviiiiiiiiiiiiiiiiee e 245
FIGURE 4-22: TRANSMITTER MARGINING VOLTAGE LEVELS AND CODES ....vcevvieeiiiiivvrreiieeeennns 246
FIGURE 4-23: REQUIRED SETUP FOR CHARACTERIZING A 5.0 GT/S TRANSMITTER ....eeevvevveeernnne. 250
FIGURE 4-24: ALLOWABLE SETUP FOR CHARACTERIZING A 2.5 GT/S TRANSMITTER ................. 251
FIGURE 4-25: SINGLE-ENDED AND DIFFERENTIAL LEVELS......cccitttiiiiiie it siiinrreee e 252
FIGURE 4-26: FULL SWING SIGNALING VOLTAGE PARAMETERS SHOWING -6 DB DE-EMPHASIS 253
FIGURE 4-27: LOW SWING TX PARAMETERS......ciiitiitttiiiiee it isibtbreeee s e s s ssssbbraeesseessssssssssssssessssnns 253
FIGURE 4-28: RISE AND FALL TIME DEFINITIONS ...uuvttiiiiieeiiiisiitieeiie e e e s sssssvreeesse s s s s ssssssseessessssens 254
FIGURE 4-29: MINIMUM PULSE WIDTH DEFINITION .1vvviiiiiiiiiiiiiiiieiie e esssiisiiseeesseesssssssssssesesssssnns 254
FIGURE 4-30: FULL SWING TX PARAMETERS SHOWING DE-EMPHASIS .....cvvvviiriieeiiiiiiirreeeeeeeenns 255
FIGURE 4-31: MEASURING FULL SWING/DE-EMPHASIZED VOLTAGES FROM EYE DIAGRAM...... 256
FIGURE 4-32: ALGORITHM TO REMOVE DE-EMPHASIS INDUCED JITTER ....uvvviiiiieeeisiirvrieeeeeeeeens 257
FIGURE 4-33: EXAMPLE OF DE-EMPHASIS JITTER REMOVAL......utvviiiiiiiiiiiiiiiiiee e siiiriieeeee e 257
FIGURE 4-34: TX PACKAGE PLUS DIE RETURN LOSS S11.iiiiiiiiiitriiiiiiee e seirtreiee e e sivvrreen e e 259
FIGURE 4-35: SETUP FOR CALIBRATING RECEIVER TEST CIRCUIT INTO A REFERENCE LOAD ..... 261
FIGURE 4-36: SETUP FOR TESTING RECEIVER .....coiictttiiiiie ettt ettt e ibvnrae s e e 261
FIGURE 4-37: CALIBRATION CHANNEL VALIDATION L1ttttiiiiiiiiiiiiiieiieeesssisisiireeesseesssssssssssssssssssnns 264
FIGURE 4-38: CALIBRATION CHANNEL SHOWING T MIN-PULSE :+++srsreeereeeesssssrrreereeesessissssserseeesssnns 264

11



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

FIGURE 4-39: CALIBRATION CHANNEL [S11| PLOT WITH TOLERANCE LIMITS ...cvviiiiiiiiiiiciee, 265
FIGURE 4-40: RECEIVER RETURN LOSS MASK FOR 5.0 GT/S ...vviiiiiiiiiie et 269
FIGURE 4-41: RECEIVER EYE IMARGINS .. ..uuuuuuuititititistnisisisisesssisesisssssssssssssssesanasesasenasasasanannannn.s 270
FIGURE 4-42: SIGNAL AT RECEIVER REFERENCE LOAD SHOWING MIN/MAX SWING.................. 271
FIGURE 4-43: EXIT FROM IDLE VOLTAGE AND TIME MARGINS .....vviiiiiiiiiiiiiriiie e sivrieee e 272
FIGURE 4-44: A 30 KHZ BEACON SIGNALING THROUGH A 75 NF CAPACITOR......ccvvveeeeinrreeeenne, 277
FIGURE 4-45: BEACON, WHICH INCLUDES A 2-NS PULSE THROUGH A 75 NF CAPACITOR........... 277
FIGURE 4-46: SIMULATION ENVIRONMENT FOR CHARACTERIZING CHANNEL........ccvveeeiivreeeennne, 280
FIGURE 4-47: EXTRACTING EYE MARGINS FROM CHANNEL SIMULATION RESULTS ....vvvveiieeennne 283
FIGURE 4-48: MULTI-SEGMENT CHANNEL EXAMPLE .....ccciiiiviieeiiiiie ettt 284
FIGURE 4-49: COMMON REFCLK RX ARCHITECTURE ..vvuiiiiiiiiiiittriiiie e e s ssisbbreen s e s s sasbrssesse e e e 286
FIGURE 4-50: REFCLK TRANSPORT DELAY PATHS FOR A COMMON REFCLK RX ARCHITECTURE 287
FIGURE 4-51: DATA DRIVING ARCHITECTURE ...uuuuuuuuuuuurtrursnssssssisssessnesnsssssssssansnessnenanesasanannnnns 289
FIGURE 4-52: REFCLK TEST SETUP ...uttiiiiiiitiieeiiitteeeesittteeessittaeesssbaaeesssasseesssssssessasssssssssssssssssnnes 291
FIGURE 4-53: SEPARATE REFCLK ARCHITECTURE ...uvttiiiiieeiiiiiiiriieiieeesssssssbseesssesssssssssssssssessssnns 292
FIGURE 5-1: LINK POWER MANAGEMENT STATE FLOW DIAGRAM .....cccvvvveiiitiiee et 297
FIGURE 5-2: ENTRY INTO THE L1 LINK STATE ..ottt ittt sbtbreen e e sabbbran s e e 304
FIGURE 5-3: EXIT FROM L1 LINK STATE INITIATED BY UPSTREAM COMPONENT ......ccccvvvrerennnn. 307
FIGURE 5-4: CONCEPTUAL DIAGRAMS SHOWING TwO EXAMPLE CASES oF WAKE# ROUTING. 310
FIGURE 5-5: A CONCEPTUAL PME CONTROL STATE MACHINE ......ccccoiiiiieeiiitiiie et 314
FIGURE 5-6: L1 TRANSITION SEQUENCE ENDING WITH A REJECTION (LOS ENABLED)................ 324
FIGURE 5-7: L1 SUCCESSFUL TRANSITION SEQUENCE ......cocivitieiiitreeeeiitrreeessisreeeessseeessssssseesssnnns 325
FIGURE 5-8: EXAMPLE OF L1 EXIT LATENCY COMPUTATION ...uvvtiiiiiieiiiiiiiirieneeeeessssisssseneseeessens 326
FIGURE 6-1: ERROR CLASSIFICATION .....ciiitttteeiiitteeeeaitreeesiisseeessassseessssssesssssssssessassssssssssssssessnes 341
FIGURE 6-2: FLOWCHART SHOWING SEQUENCE OF DEVICE ERROR SIGNALING AND LOGGING
OPERATIONS e eiittttteeeitttee e s ettt e e s etbaeeesaatbaeeeasbbseeesaabaeeesaasbeseesaabbaeeesasbeeeeaansbeseeaanbbeeesssreseenns 353
FIGURE 6-3: PSEUDO LOGIC DIAGRAM FOR ERROR MESSAGE CONTROLS ..vvvviviieeiiiiiiriiiiieeeennns 354
FIGURE 6-4: TC FILTERING EXAMPLE .. ...ttt ittt e e e s sabbbrae s e e e e e 362
FIGURE 6-5: TC TO VC MAPPING EXAMPLE ......cooiiiittiiiiie ettt ssitbraen e sibbbrae e 362
FIGURE 6-6: AN EXAMPLE OF TRAFFIC FLOW ILLUSTRATING INGRESS AND EGRESS..........ccc..... 364
FIGURE 6-7: AN EXAMPLE OF DIFFERENTIATED TRAFFIC FLOW THROUGH A SWITCH.........ccc... 364
FIGURE 6-8: SWITCH ARBITRATION STRUCTURE......uttttiiiieeiiiisiirreeeieeessssssssssesssesssssssssssssssessssnns 365
FIGURE 6-9: VC ID AND PRIORITY ORDER — AN EXAMPLE......cciitviiiiiiiiiiiiiiriie e siiirrren e 367
FIGURE 6-10: MULTI-FUNCTION ARBITRATION IMODEL.........oeccttttiiieee e seeitireeee e e sivvrreee e e e 370
FIGURE 6-11: ROOT COMPLEX REPRESENTED AS A SINGLE COMPONENT ...vvvvieiieeiiiiiiiiieeieeeennns 401
FIGURE 6-12: ROOT COMPLEX REPRESENTED AS MULTIPLE COMPONENTS ..vevvvieeiiiiirrrreeieeeeenns 402
FIGURE 7-1: PCI EXPRESS ROOT COMPLEX DEVICE MAPPING ...vvvviiiiiiiiiiiiiiiieiee e siiiirieeeee e 414
FIGURE 7-2: PCIl EXPRESS SWITCH DEVICE MAPPING .....cceoiiiiittieiiie e seiitrreee s e e e sisvareen e e e e 414
FIGURE 7-3: PCIl EXPRESS CONFIGURATION SPACE LAYOUT ...uviiiiiiiiic ittt 415
FIGURE 7-4: COMMON CONFIGURATION SPACE HEADER .......cccctttiiieie e eeetiireeee e sivvrree e e 426
FIGURE 7-5: TYPE O CONFIGURATION SPACE HEADER..........ciiiiittiiiiiie ettt siibrrnen e 433
FIGURE 7-6: TYPE 1 CONFIGURATION SPACE HEADER..........oiiecttteiiie e eeetitreees e ivvrree e e e e 434
FIGURE 7-7: POWER MANAGEMENT CAPABILITIES REGISTER ...uvttviiiiiiiiiiiitiiriineeeeessiiiinrreeseeeesnns 438
FIGURE 7-8: POWER MANAGEMENT STATUS/CONTROL REGISTER.......ccvvtieiiiiiiieesireeeeeserine e 439
FIGURE 7-9: PCI EXPRESS CAPABILITY STRUCTURE ..tttttiiiiiiiiittiiei e e e s sssiibreee s s e s s s snasbraseseesesnnns 441
FIGURE 7-10: PCI EXPRESS CAPABILITY LIST REGISTER ....coiiecttteiiiee ettt e sivvrree e 441

12



FIGURE 7-11:
FIGURE 7-12:
FIGURE 7-13:
FIGURE 7-14:
FIGURE 7-15:
FIGURE 7-16:
FIGURE 7-17:
FIGURE 7-18:
FIGURE 7-19:
FIGURE 7-20:
FIGURE 7-21:
FIGURE 7-22:
FIGURE 7-23:
FIGURE 7-24:
FIGURE 7-25:
FIGURE 7-26:
FIGURE 7-27:
FIGURE 7-28:
FIGURE 7-29:
FIGURE 7-30:
FIGURE 7-31.:
FIGURE 7-32:
FIGURE 7-33:
FIGURE 7-34:
FIGURE 7-35:
FIGURE 7-36:
FIGURE 7-37:
FIGURE 7-38:
FIGURE 7-39:
FIGURE 7-40:
FIGURE 7-41:
FIGURE 7-42:
FIGURE 7-43:
FIGURE 7-44:
FIGURE 7-45:
FIGURE 7-46:
FIGURE 7-47:
FIGURE 7-48:
FIGURE 7-49:
FIGURE 7-50:
FIGURE 7-51:
FIGURE 7-52:
FIGURE 7-53:
FIGURE 7-54:

PCI EXPRESS BASE SPECIFICATION, REV. 2.0

PCI EXPRESS CAPABILITIES REGISTER ....cooiiittiiiii ettt 442
DEVICE CAPABILITIES REGISTER ..ieiiiiuvieeeiitiieesiitreeeeserreeeesstrreeessnreeessensasesssnnneas 444
DEVICE CONTROL REGISTER ...tttiiiiiiiiiiiitittiiiie e s ssisbbrrin s e s s ssiibbbae e e s s s s s s sasbbsanes s 449
DEVICE STATUS REGISTER ..eiiiiittiieiiittieeeeirteeessitreeeesssaeeesssssseesssssesssssssssessssenas 456
LINK CAPABILITIES REGISTER.....ciiiiictttttiiiiee e s s siibttrer s e e s sibtbaaee s e s e sabbraan e s e e e s 458
LINK CONTROL REGISTER ...cicutviiiiiittiie e s ettt e e s ettt e e sttt e e s sbaaeeessnbaeeessnnnreeessnnraeeeans 462
LINK STATUS REGISTER ...iiiiiiiiiitttiiiie e e s estbbrtie s e s s s sabbbree s s s e s s s s ssabbbran s s e e e s s ssnnnnes 469
SLOT CAPABILITIES REGISTER ...ocuvviiiiiiitiieesctteeeeeetrtee e e sitreee e s stteeeessnbseeessnnnneessnnnes 472
SLOT CONTROL REGISTER ....iiiiiiiittttiiiie e e ssittbreie s e e sbbbbaae s s e s s s s ssabbbbana s s s e s s s eanrees 474
SLOT STATUS REGISTER 1eiieiiutiiieiiittieeeiiitreeeesetreesssistseessssseeessasssssessssssesessnsseseesns 478
ROOT CONTROL REGISTER.....ciiitttiiiiiie ettt et bree s e s ssabbbra e s s e e e s s snnnnes 480
ROOT CAPABILITIES REGISTER . ..ciiitttteeiiittieeeeittteeesiitreeeesesseeessssseesesssresessssssseenns 482
ROOT STATUS REGISTER ......utttiiiiiiic ittt e e saabbrre e s e s s sabbbraae s 482
DEVICE CAPABILITIES 2 REGISTER....vviiiiiittieeeiitrrieesiitreeeesesseeessssseesesssresesssnseseesns 483
DEVICE CONTROL 2 REGISTER t1ttiiiiiiiiiiiitttiiiie e seiitbrrin s e s s ssiibbbae s e s s e s s sasbbrsnes s 485
LINK CONTROL 2 REGISTER ..uuvviiiiiitiiieeiiitteeeesitreeeesittreeesssseeeessasseessssnsseeessnssesessns 487
LINK STATUS 2 REGISTER ..vtttiiiiiiiiiiiiittiiie e s sttt s s s s sabbban e e s s s s s s ssbbbbanssaeessaas 492
PCIl EXPRESS EXTENDED CONFIGURATION SPACE LAYOUT.....cocvvvveeiirreeeeccirieeens 493
PCIl EXPRESS ENHANCED CAPABILITY HEADER......ccvvviiiiieii ittt 494
PCI EXPRESS ADVANCED ERROR REPORTING EXTENDED CAPABILITY STRUCTURE
............................................................................................................................... 495
ADVANCED ERROR REPORTING ENHANCED CAPABILITY HEADER .....ccceeevivviennn, 496
UNCORRECTABLE ERROR STATUS REGISTER .vvvviiiiiiiiiiittiiiiie e e siivrrees e sannns 497
UNCORRECTABLE ERROR MASK REGISTER.......cvviieiiitrieeeiiiteee e siree e e s snree e s searaeee s 498
UNCORRECTABLE ERROR SEVERITY REGISTER.....cccvtttiiiiieei ittt sssnsbrenee s 499
CORRECTABLE ERROR STATUS REGISTER ....vviieiiitriieeiiriie e e sittee e e s etree e s snvaee e snneeas 501
CORRECTABLE ERROR MASK REGISTER ....cuutiiiiiiieeiiiiiiiiiieiee e s ssiiirnnenssseessssansns 502
ADVANCED ERROR CAPABILITIES AND CONTROL REGISTER ..ccovvveeiiiiiririiieieeeene 503
HEADER LOG REGISTER .....cicctttiiiiiie ettt e ettt e s e e s s ssiabbban e e s s e s s s ssanbbbaaee s 504
ROOT ERROR COMMAND REGISTER ......uvvttiiiieeeiiisiitiriereie e s s s sssssrseessssssssssssvssneseas 505
ROOT ERROR STATUS REGISTER ....ccciiiiititiiiiie ettt ssibtbrn s snbbaaae s 507
ERROR SOURCE IDENTIFICATION REGISTER ...cccoiiiiitttriiie ettt e e evvvreeee s 509
PCI EXPRESS VIRTUAL CHANNEL CAPABILITY STRUCTURE ....ccvvviieeeeeciiinirreeenn. 511
VIRTUAL CHANNEL ENHANCED CAPABILITY HEADER.......cccvvviieeiee e 512
PORT VC CAPABILITY REGISTER L .ottt 513
PORT VC CAPABILITY REGISTER 2 .ot iettttteiiie e eeeitireee e e e e siarrree s s e e s s sassbaanee s 514
PORT VC CONTROL REGISTER 11tviiiiiiiiiiiitiiiiiie ettt ssiibrrn s snbbbaaee s 515
PORT VC STATUS REGISTER ..uvvviiiiiiiiis ittt e s e sintrae s e s s e s s eaabbaaaee s 516
VC RESOURCE CAPABILITY REGISTER 1tttiiiiiiiiiiiiitieieeeessssistireees s e e s ssssssssssssesssnnns 517
VC RESOURCE CONTROL REGISTER....uutiiiiieiiiiiiiitiiii e e e s ssrtbreee s e e s s s sssvraeesse e e s 519
VC RESOURCE STATUS REGISTER.....uttttiiiiieiiiiiiiiiiiieeee s isistrseeessssssssssssssssssssssnins 521
EXAMPLE VC ARBITRATION TABLE WITH 32 PHASES....oiicciii it 523
EXAMPLE PORT ARBITRATION TABLE WITH 128 PHASES AND 2-BIT TABLE ENTRIES
................................................................................................................................ 524
PCI EXPRESS DEVICE SERIAL NUMBER CAPABILITY STRUCTURE...........ccovvvveennn. 525
DEVICE SERIAL NUMBER ENHANCED CAPABILITY HEADER .....ovvvviiieeeiiieirrreeen. 526

13



FIGURE 7-55:
FIGURE 7-56:
FIGURE 7-57:
FIGURE 7-58:
FIGURE 7-59:
FIGURE 7-60:
FIGURE 7-61:
FIGURE 7-62:
FIGURE 7-63:
FIGURE 7-64:
FIGURE 7-65:
FIGURE 7-66:
FIGURE 7-67:
FIGURE 7-68:
FIGURE 7-69:
FIGURE 7-70:
FIGURE 7-71.:
FIGURE 7-72:
FIGURE 7-73:
FIGURE 7-74:
FIGURE 7-75:
FIGURE 7-76:
FIGURE 7-77:
FIGURE 7-78:

PCI EXPRESS BASE SPECIFICATION, REV. 2.0

SERIAL NUMBER REGISTER .....ciiiitttiiiiie e e ssttrreiis e s s s sibbrrse s s e e s s s ssasbbbsnssssessssannnes
PCI EXPRESS ROOT COMPLEX LINK DECLARATION CAPABILITY
RooT CoMPLEX LINK DECLARATION ENHANCED CAPABILITY HEADER
ELEMENT SELF DESCRIPTION REGISTER
LINK ENTRY oo
LINK DESCRIPTION REGISTER
LINK ADDRESS FOR LINK TYPE O
LINK ADDRESS FOR LINK TYPE 1
RoOOT COMPLEX INTERNAL LINK CONTROL CAPABILITY ...coovivirrriiiie e esciirveeeen,
RoOT INTERNAL LINK CONTROL ENHANCED CAPABILITY HEADER
RooT CoMPLEX LINK CAPABILITIES REGISTER
RooT CoOMPLEX LINK CONTROL REGISTER
ROOT COMPLEX LINK STATUS REGISTER....eciiiiiiiiiiitiriiii e e e e ssibrrree s s ssssbreeee s
PCIl EXPRESS POWER BUDGETING CAPABILITY STRUCTURE......cvvvveeeeeeiiinirnneeen.
PoOWER BUDGETING ENHANCED CAPABILITY HEADER
POWER BUDGETING DATA REGISTER ....uutttiiieeeeeiiiiitrtrreeeeeeessssinsrsesesesssssssssssssesas
PowER BUDGET CAPABILITY REGISTER
ACS EXTENDED CAPABILITY covtteiiiiiittitieee e e s s iiibrtree s e e e s s ssnbbsesesseessssnssssssessesessans
ACS EXTENDED CAPABILITY HEADER
ACS CAPABILITY REGISTER....ciiittttiieiee et iiiitrrreeee e e s s ssintbreeeeseesssssssssasesssessssnnansnns
ACS CONTROL REGISTER
EGRESS CONTROL VECTOR REGISTER.....uttttiiieeeeiiiiitririeeeeeeessssinrrseeesessssssnsssssseesns
RooT COMPLEX EVENT COLLECTOR ENDPOINT ASSOCIATION CAPABILITY..........
RooT CoOMPLEX EVENT COLLECTOR ENDPOINT ASSOCIATION ENHANCED

CAPABILITY HEADER .....ciittiiiiit e sttt e siee e stie e s te e stae e s stae e et e e e e e s snba e e snbe e e snaaeassbeeensbeeasnaeannns

FIGURE 7-79:
FIGURE 7-80:
FIGURE 7-81.:
FIGURE 7-82:
FIGURE 7-83:
FIGURE 7-84:
FIGURE 7-85:
FIGURE 7-86:
FIGURE 7-87:
FIGURE 7-88:
FIGURE 7-89:
FIGURE 7-90:
FIGURE 7-91:
FIGURE 7-92:
FIGURE 7-93:
FIGURE 7-94:
FIGURE 7-95:

PCI EXPRESS MFVC CAPABILITY STRUCTURE......cccttiiteeeeeisiiirrrreeeee e s sssnsnsneeeess
MFVC ENHANCED CAPABILITY HEADER
PORT VC CAPABILITY REGISTER 1
PORT VC CAPABILITY REGISTER 2
PoORT VC CONTROL REGISTER
PoRT VC STATUS REGISTER
VC RESOURCE CAPABILITY REGISTER ..uuiiiiiiiiiittttiiiiie e e e s ssrtbreees s e s s sssssssrseeseeeessens
VC RESOURCE CONTROL REGISTER...utttiiiiiiiiiiiiiiiiiiii e s ssitirreee s e e s sssssssrssessesesnns
VC RESOURCE STATUS REGISTER.....uutttiiiiieeiiiiiitriieeeeeessssissbeeessssssssssssssssssessssins
PCI ExPRESS VSEC STRUCTURE
VENDOR-SPECIFIC ENHANCED CAPABILITY HEADER........ccctteeieeie e eeiieieee e
VENDOR-SPECIFIC HEADER
RoOOT COMPLEX FEATURES CAPABILITY STRUCTURE ...covveeiiiieirreeiee e eenvvreeee s
RCRB HEADER ENHANCED CAPABILITY HEADER .....uvviiiiii ittt
VENDOR ID AND DEVICE ID
RCRB CAPABILITIES
(RO d = N 0L 0] N 1= 1)

FIGURE A-1: AN EXAMPLE SHOWING ENDPOINT-TO-ROOT-COMPLEX AND PEER-TO-PEER
(070]Y 1Y 18] N1 [oF - [0] N 1Y, (0] 5 =

FIGURE A-2: Two BASIC BANDWIDTH RESOURCING PROBLEMS: OVER-SUBSCRIPTION AND
(O70] N1 =1 o [0 ] N

14



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

FIGURE A-3: A SIMPLIFIED EXAMPLE ILLUSTRATING PCIl EXPRESS ISOCHRONOUS PARAMETERS

15



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

Tables
TABLE 2-1: TRANSACTION TYPES FOR DIFFERENT ADDRESS SPACES ... .uvttiiiieeiiiiiiniieeeeeeessssannns 48
TABLE 2-2: FMT[L:0] FIELD VALUES ..ottt ettt sttt 52
TABLE 2-3: FMT[1:0] AND TYPE[4:0] FIELD ENCODINGS.......cceciiiiiiieniieiesieesiesie st 53
TABLE 2-4: LENGTH[9:0] FIELD ENCODING .....ccutitiiiiiiiieiesie sttt 54
TABLE 2-5: ADDRESS TYPE (AT) FIELD ENCODINGS .....ccuviiiitieiecie ettt 57
TABLE 2-6. ADDRESS FIELD IMAPPING ...vvviiiiiiiiictttteeieee e e e s seibtteee s s s e s s s s sbbbaseessassssssasbsssessesessssssnsnns 57
TABLE 2-7. HEADER FIELD LOCATIONS FOR ID ROUTING.....cvtiiiiiiiiii ittt snaes 58
TABLE 2-8: BYTE ENABLES LOCATION AND CORRESPONDENCE .........cccvvteeriieeeesinrrrreeeeeeessssnnnns 60
TABLE 2-9. ORDERING ATTRIBUTES ..uutttttiitieiiiiiiiitieeeeeeessisisstsssessssssssiisssssessssssssisssssssssssssssnnsnne, 64
TABLE 2-10: CACHE COHERENCY MANAGEMENT ATTRIBUTE ..uciiiieiiiiittireiieie e e e s ssissrreeeeeeessssnnsns 65
TABLE 2-11: DEFINITION OF TC FIELD ENCODINGS .......cciiiiiitiiiiie et isiitiirree e ssinrraee e sannes 65
TABLE 2-12; MESSAGE ROUTING ...ttt ettt s e e s s st bae e e s s e e e s s ssabbbbae e e e e e s s sessnrees 70
TABLE 2-13: INTX MECHANISM IMESSAGES .....cccvttiiiiieeiiiiiiiiiiiiee e sssiibirree s s e e s s ssasbasaessesessssnnsnns 71
TABLE 2-14: BRIDGE MAPPING FOR INTX VIRTUAL WIRES ..vvvviiiiieiiiiitiieeie e e ssvirreee e e enaes 73
TABLE 2-15. POWER MANAGEMENT IMESSAGES ...uvtiiiiiiiiiiiiiiiiiiiie e ssiiiireee s e e ssinibaeesesessssnnsnns 74
TABLE 2-16: ERROR SIGNALING IMESSAGES ......cccuvttieiiieeiiiieittteeiie e e s s s sssbbreessseesssssasssseessssssssssnsnns 75
TABLE 2-17 UNLOCK IMESSAGE .....oiiiitttiiiiti e et iiittitiie s s e e st s ssibtbae e s s s e s s s ssbbbbaa e s s e e s s s saabbbbaeeeeeesssannbres 76
TABLE 2-18: SET_SLOT_POWER_LIMIT IMESSAGE .....cccttiiiiiitieiiiiaiiesiiessiessieeesieesinessiessinessneesanens 76
TABLE 2-19: VENDOR_DEFINED IMESSAGES .....ccciittiiiiiieiitieesiieesieeessieesssesssssesssssessssnsssssnessnseses 78
TABLE 2-20: IGNORED IMESSAGES ......uvttiiiiiieiiiiiiiiteeisieeessisibsseessssssssssssbssesssassssssssssssssesessssssssses 79
TABLE 2-21: COMPLETION STATUS FIELD VALUES ...iiiiiiiiiiiitiiiiie ettt ssiibbrae e e sananes 81
TABLE 2-22: CALCULATING BYTE COUNT FROM LENGTH AND BYTE ENABLES........vvvvvveeeeiinnnnee 95
TABLE 2-23; CALCULATING LOWER ADDRESS FROM 15  DW BE .....c.ooveiieeeeeeeeeeeeeeeeee e 96
TABLE 2-24: ORDERING RULES SUMMARY TABLE.......cciiiiiittitiiiiie e e e s iiitrrere e e e e s s ssassreeesesessssnnsnns 101
TABLE 2-25. TC TO VC MAPPING EXAMPLE .....uttiiiiiiiiiiiiiiiitiies et ssibbrree e sanaees 109
TABLE 2-26: FLOW CONTROL CREDIT TYPES ....uuvtttiiieieiiiiiititieieie e s s s ssisbrreresessssssssssrssssssessssnnsnns 113
TABLE 2-27: TLP FLOW CONTROL CREDIT CONSUMPTION .uvvviiiiieeiiiiiiirieeeeeeessisinsrseeeeeesssssnnnns 113
TABLE 2-28: MINIMUM INITIAL FLOW CONTROL ADVERTISEMENTS ...evvviiiiieeeisiiirrreeeeeeeesssnnenns 114
TABLE 2-29: UPDATEFC TRANSMISSION LATENCY GUIDELINES FOR 2.5 GT/S MODE OPERATION
BY LINK WIDTH AND MAX PAYLOAD (SYMBOL TIMES) ...ccuveiiiiiiiiieieniee st 122
TABLE 2-30: UPDATEFC TRANSMISSION LATENCY GUIDELINES FOR 5.0 GT/s MODE OPERATION
BY LINK WIDTH AND MAX PAYLOAD (SYMBOL TIMES) ...ccuiiiiiiiiiieeiesiee et 122
TABLE 2-31: MAPPING OF BITS INTO ECRC FIELD ...vvviiiiiiiie ettt 124
TABLE 3-1: DLLP TYPE ENCODINGS ...uttiiiiiiiiiiititiiiie e e s ssiitbrrie s e s s s s sibbbrar s s s s s s s ssabbbsaessssssssnnsnes 143
TABLE 3-2: MAPPING OF BITS INTO CRC FIELD.....cicvviiiiiciiie ettt 146
TABLE 3-3: MAPPING OF BITS INTO LCRC FIELD ..vvviiiiiiiiiciiiiiiee ettt 150
TABLE 3-4: UNADJUSTED REPLAY _TIMER LIMITS FOR 2.5 GT/s MODE OPERATION BY LINK
WIDTH AND MAX_PAYLOAD_SIZE (SYMBOL TIMES) TOLERANCE: -0%/+100%................. 154
TABLE 3-5: UNADJUSTED REPLAY _TIMER LiMITS FOR 5.0 GT/s MODE OPERATION BY LINK
WIDTH AND MAX_PAYLOAD_SIZE (SYMBOL TIMES) TOLERANCE: -0%/+100%................. 155
TABLE 3-6: ACK TRANSMISSION LATENCY LIMIT AND ACKFACTOR FOR 2.5 GT/s MODE
OPERATION BY LINK WIDTH AND MAX PAYLOAD (SYMBOL TIMES) ....ccooviieiinienieenieaienens 165

16



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

TABLE 3-7: ACK TRANSMISSION LATENCY LIMIT AND ACKFACTOR FOR 5.0 GT/s MODE

OPERATION BY LINK WIDTH AND MAX PAYLOAD (SYMBOL TIMES) ....ccveiverieeieieenieeieneens 165
TABLE 4-1: SPECIAL SYMBOLS .....coiiittttiiiiiei et s iibttiei e e e e s s s s bt bbeee st e s s s s sbbbbbse e s e s s s s sssabbbbeesesesssssrsres 170
TABLE 4-2. TSL1 ORDERED SET ...cccttiiiiiitiieeeiitteeeesiitteeessetseessssbseesssasssssssssssssssssssssssssasssssesssssens 177
TABLE 4-3: TS2 ORDERED SET ...cciiiiitttttiiiieiiisisbttteite s e s s s ssbbbbtesssesssssabbbbsesssssssssssbbbsassesessssssnsres 179
TABLE 4-4: ELECTRICAL IDLE ORDERED SET (EIOS) ...ccvviiiiiiiiece e 181
TABLE 4-5: ELECTRICAL IDLE EXIT SEQUENCE ORDERED SET (EIEOS) FOR DATA RATES

GREATER THAN 2.5 GT/S) .uiiiiiiie ettt e ettt a s e snaete e s e e neenaennens 182
TABLE 4-6. ELECTRICAL IDLE INFERENCE CONDITIONS.....cutttiiiiieeiiiiiiiiiereieesssssissrsessseessssssnsnns 183
TABLE 4-7. LINK STATUS MAPPED TO THE LTSSM ...cciiiiiiiii e 192
TABLE 4-8: PCIl EXPRESS 2.5 GT/s/5.0 GT/S INTEROPERABILITY MATRIX ..occovvvieeiiiriiee e, 241
TABLE 4-9: 2.5 AND 5.0 GT/S TRANSMITTER SPECIFICATIONS ....uvviiivieeiiieeeitreesirreesireeesiseessnnas 247
TABLE 4-10: 5.0 GT/s LIMITS FOR COMMON REFCLK RX ARCHITECTURE........ccovieeeiivieeesinrnnns 262
TABLE 4-11: 5.0 GT/s TOLERANCING LIMITS FOR DATA CLOCKED RX ARCHITECTURE............. 263
TABLE 4-12: 2.5 AND 5.0 GT/S RECEIVER SPECIFICATIONS .....uvviiieiiriiieesitiieeeserreeessesveeeesssvenas 265
TABLE 4-13: WORST CASE TX CORNERS FOR CHANNEL SIMULATION......cccvveeeiiirrieeeiirreeeesnrnns 281
TABLE 4-14: FILTERING FUNCTIONS APPLIED TO REFCLK MEASUREMENTS .....ccvvvvivivrrerreerenenne 286
TABLE 4-15: DIFFERENCE FUNCTION PARAMETERS APPLIED TO REFCLK MEASUREMENT ......... 288
TABLE 4-16: REFCLK PARAMETERS FOR COMMON REFCLK RX ARCHITECTURE AT 5.0 GT/s..... 288
TABLE 4-17: PLL PARAMETERS FOR DATA CLOCKED RX ARCHITECTURE ....cccovivvieeeiiirreeeeennnen. 290
TABLE 4-18: REFCLK PARAMETERS FOR DATA CLOCKED RX ARCHITECTURE .....vvvvveiieeeeiiinnnne, 290
TABLE 5-1. SUMMARY OF PCI EXPRESS LINK POWER MANAGEMENT STATES .....vceeevvivveeeeinnen. 298
TABLE 5-2: RELATION BETWEEN POWER MANAGEMENT STATES OF LINK AND COMPONENTS .. 303
TABLE 5-3: ENCODING OF THE ASPM SUPPORT FIELD .....uvvviiiiirieeeiitieee s eitreee s e e e ssavre e snreeas 327
TABLE 5-4: DESCRIPTION OF THE SLOT CLOCK CONFIGURATION BIT ...vvviiiiiiiiiiiiiiiieiie e, 328
TABLE 5-5: DESCRIPTION OF THE COMMON CLOCK CONFIGURATION BIT ...vvvveiiiiieiiiciiee e, 328
TABLE 5-6. ENCODING OF THE LOS EXIT LATENCY FIELD .uvvvviiiiiiiiiiiiiiriieee et 328
TABLE 5-7: ENCODING OF THE L1 EXIT LATENCY FIELD c.cvviviiiiiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeeeeseeeseessseeens 329
TABLE 5-8. ENCODING OF THE ENDPOINT LOS ACCEPTABLE LATENCY FIELD .....cccvvvvveeeeeiiinnne, 329
TABLE 5-9: ENCODING OF THE ENDPOINT L1 ACCEPTABLE LATENCY FIELD......cccvvveeeeeeerieee, 329
TABLE 5-10: ENCODING OF THE ASPM CONTROL FIELD ....uvviviiiiieiiiiiiiiiiiee et 330
TABLE 5-11: POWER MANAGEMENT SYSTEM MESSAGES AND DLLPS.....coovviiiiiiiieiieeeene, 332
TABLE 6-1. ERROR IMESSAGES .......iiittttttitiieeiiiiiiittrreiee e e st ssiisbbbeessse s s s s isabbbbaeeseesssssabbbreesesesssssansees 343
TABLE 6-2: PHYSICAL LAYER ERROR LIST ittt ettt ettt sibb e e e 355
TABLE 6-3. DATA LINK LAYER ERROR LIST .iiicttiiiiii ittt 355
TABLE 6-4: TRANSACTION LAYER ERROR LIST ..ovvtiiiiiiiiiiiiitieieie ettt e e svvtrae e e sannes 356
TABLE 6-5. ELEMENTS OF HOT=PLUG ...vviiiiiiiiiiiiiiiiie ittt sanaes 385
TABLE 6-6: ATTENTION INDICATOR STATES ....cttteiiieee et iiiistitiereie e s s s ssssbrrerssessssssssssssssssssssssssssnes 386
TABLE 6-7. POWER INDICATOR STATES 11viiiiiiiiiiititiiiie e e st iiiiitireiesse e s s s ssaibrsessssesssssssssssssssessssnsssnns 387
TABLE 6-8: ACS P2P REQUEST REDIRECT AND ACS P2P EGRESS CONTROL INTERACTIONS..... 409
TABLE 7-1. ENHANCED CONFIGURATION ADDRESS MAPPING .....cccoiiiiiitiiiiie et ssnnns 417
TABLE 7-2: REGISTER AND REGISTER BIT-FIELD TYPES ...ttt e 424
TABLE 7-3. COMMAND REGISTER ....tttttiiiieiiiiiiiiiiieiee s e st sssisbissesssesssssssssssssssssssssssssssssssssessssssssnns 427
TABLE 7-4: STATUS REGISTER ....cii ittt ie ettt e e s ettt e s s e s s s s sabb b b e e s s e e s s s s ssabbbaeeeeeesssansnrees 429
TABLE 7-5. SECONDARY STATUS REGISTER ...iiicttitiiieieiiiiiiiiiiieneieesssississsesssesssssssssssssssesssssnsnns 435
TABLE 7-6. BRIDGE CONTROL REGISTER ....cciiiiiittttiiie e e et seittirrer e s e e s s s ssbbtreessessssssssssrsessesesssssnsnns 437

17



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

TABLE 7-7: POWER MANAGEMENT CAPABILITIES REGISTER ADDED REQUIREMENTS ............... 438
TABLE 7-8: POWER MANAGEMENT STATUS/CONTROL REGISTER ADDED REQUIREMENTS ........ 439
TABLE 7-9: PCIl EXPRESS CAPABILITY LISTREGISTER ....occctiviiiiie ettt 442
TABLE 7-10: PCI EXPRESS CAPABILITIES REGISTER........ciiittttiiieieeeiiiiitrrreeeee e s s ssissrseeeeeesssnnnnsnns 442
TABLE 7-11: DEVICE CAPABILITIES REGISTER....uttttiiiiiiiiiiiitiiiiiieie e s s s isibirreessessssssassrsssssssssssssnsnns 445
TABLE 7-12; DEVICE CONTROL REGISTER .......cicitttiiiiiee e ciittireiee e s ssibrrae e s e e e s s nanrrreeee e e e s s eannnes 450
TABLE 7-13: DEVICE STATUS REGISTER ..ciiciiiiiiitttiiiie ettt et s s s sabbbree s e s e s sanaaes 456
TABLE 7-14: LINK CAPABILITIES REGISTER......ccittttttteeeeiiiiitireeeeeeesssissssrseesssssssssssssssssesssssnnnsens 458
TABLE 7-15: LINK CONTROL REGISTER ..eiiiiiiiiiiittiiiiie e ssiitirtin e s bbb an s e s s s s saabbbsee s e s e s s s sananes 463
TABLE 7-16. LINK STATUS REGISTER .1ttviiiiiiiiiiiiittiieieeeeessisitiireeeseeessssssssssssesssssssssssssssssssssssnnssnns 469
TABLE 7-17: SLOT CAPABILITIES REGISTER ..ciiccuvttiiiieieiiiiiitiriiis e e s s s sibbrrere s e s s s s ssabsbseesssessssnnsnns 472
TABLE 7-18; SLOT CONTROL REGISTER ...cciiiiiiiiittiieieeeeessiiittireeeeeeesssssasssreeessssssssssssssssssssssssnsens 475
TABLE 7-19: SLOT STATUS REGISTER ..utttiiiiiiiiiiitttiiiie e e e s ssistirren s s e s s s s ssabbbrsnssessssssabbbssssessssssssnsnes 478
TABLE 7-20: ROOT CONTROL REGISTER ..eiiiiiiiiiittriieee e e e s ssiiitireeesee e s s s ssattrreeessessssssssssesssssssssnnnsnns 480
TABLE 7-21: ROOT CAPABILITIES REGISTER......cutttiiiiiiiiiiiiitiiiiie e e s s s ssisirreesse s s s s ssassrssssessssssssnsnns 482
TABLE 7-22: ROOT STATUS REGISTER .11vteiiiiiiiiiitiirieeeeessssiitinreeeeseesssssssssseeessessssssssssssssssssssanssens 483
TABLE 7-23: DEVICE CAPABILITIES 2 REGISTER ...tttiiiiiiiiiiiititiiii e sibtrere e s s bbb sne s e s sananes 484
TABLE 7-24: DEVICE CONTROL 2 REGISTER ......ccittttiiieeeeiiiiittireeeeee e s s s isissreeeseesssssnssrsessssessssnnnsnns 486
TABLE 7-25: LINK CONTROL 2 REGISTER ....ccoiiiittiiiiie e seiitirein ettt er s s s e s bbb ree s s s e e sananes 488
TABLE 7-26. LINK STATUS 2 REGISTER ..eeiiiiiiiiiiitiiiiiee e e et ssiittireee s e e e s s s ssaitrraeeseeesssnsnsrseseesesssnnnnsnns 492
TABLE 7-27: PCl EXPRESS ENHANCED CAPABILITY HEADER .......ccoiiiiittiiiiiee et 494
TABLE 7-28. ADVANCED ERROR REPORTING ENHANCED CAPABILITY HEADER........ccoveeeiiinnne, 496
TABLE 7-29: UNCORRECTABLE ERROR STATUS REGISTER ...vvviiiiiiiiiiiiiiiieiie et 497
TABLE 7-30: UNCORRECTABLE ERROR MASK REGISTER .....utvtiiiiieeiiiiiiirieeeeee s ssinnrreeeeee e s ennnnnns 498
TABLE 7-31: UNCORRECTABLE ERROR SEVERITY REGISTER .uvviiiiiiiiiiiiirieii et 500
TABLE 7-32. CORRECTABLE ERROR STATUS REGISTER ....cccttttiiiiieeiiiiiiirieeeeee e s s ssinsrseeeeeesssnnnnnnns 501
TABLE 7-33: CORRECTABLE ERROR MASK REGISTER.......coittttiiiiieeiiiiiiiriiee e s ssinirreeee e s sannns 502
TABLE 7-34: ADVANCED ERROR CAPABILITIES AND CONTROL REGISTER......coovevvvreiiieeee e 503
TABLE 7-35. HEADER LOG REGISTER ..tvviiiiiiiiiiiiiiiiiiie s ssiitire e e e s s bbb e s s s e s s ssaababreasssessssansees 504
TABLE 7-36: ROOT ERROR COMMAND REGISTER ..vveiiiieiiiiitritiiieie e e s s sistrrere e e s s s s sssssrseesesesssssnsnns 505
TABLE 7-37: ROOT ERROR STATUS REGISTER ...uutttiiiiiiiiiiiiitiiiiiie e iiiirree e ssibbrree s e e sannnns 507
TABLE 7-38: ERROR SOURCE IDENTIFICATION REGISTER ...uvvvviiiiieiiiiiiiirieei e e e ssirtreeee e e e eanans 509
TABLE 7-39: VIRTUAL CHANNEL ENHANCED CAPABILITY HEADER ......cvvvviiieiii it 512
TABLE 7-40: PORT VC CAPABILITY REGISTER L..uvveiiiiiiiiiieitieiiie ettt evvtree e e sannes 513
TABLE 7-41; PORT VC CAPABILITY REGISTER 2..ttttiiiiiiiiiiiiiiiiiie e iiiirrsee s e e s ssissrsssessesssssnnsnns 515
TABLE 7-42: PORT VC CONTROL REGISTER .....uvvtiiiiiiii ittt stitter e e e e sabbvre e e e e sanaens 516
TABLE 7-43; PORT VC STATUS REGISTER ....coiiiitttiiiii ittt sibbraaa e e e s nanaees 517
TABLE 7-44: VC RESOURCE CAPABILITY REGISTER ...ccciiiicttteiiie e e e e s eitrreee e e e e sibtrsee e e e e e sanaees 518
TABLE 7-45: VC RESOURCE CONTROL REGISTER...uuiiiiiiiiiiiitiriiieie e ssiiibirreee s s e e s s ssistrsessesesssssnnnnns 519
TABLE 7-46: VC RESOURCE STATUS REGISTER....uttiiiiieiiiiiittitieie e e s s s sssbrrerssesssssssssnssssssessssssnsnes 522
TABLE 7-47: DEFINITION OF THE 4-BIT ENTRIES IN THE VC ARBITRATION TABLE ..vvvvvveeeiiinnne, 523
TABLE 7-48: LENGTH OF THE VC ARBITRATION TABLE ...vvvttiiiiiee ettt sivtrree e e e eanaes 523
TABLE 7-49: LENGTH OF PORT ARBITRATION TABLE .....oiiiititiiiiiee sttt ssibtrree e e sanans 525
TABLE 7-50: DEVICE SERIAL NUMBER ENHANCED CAPABILITY HEADER ........ooocvvvveieeeee e, 526
TABLE 7-51: SERIAL NUMBER REGISTER ...iiiiiiiiittiiiiie e iiitiriie e e s sibibrae s s s e e s ssababressesessssananes 527
TABLE 7-52: RooT COMPLEX LINK DECLARATION ENHANCED CAPABILITY HEADER ............... 530

18



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

TABLE 7-53: ELEMENT SELF DESCRIPTION REGISTER ....cooiicttitiiiiic ettt 531
TABLE 7-54. LINK DESCRIPTION REGISTER .....occitttiiiieeeeiiiiiiireeeeeeesssissnsseeessssssssissssssssssssssnsnsnns 532
TABLE 7-55:. LINK ADDRESS FOR LINK TYPE 1 ...oiiiiiiiiiiiiiiiiiiiiiiiieieeeeeeeseeseeeeseessssssssssssssssssssssssees 534
TABLE 7-56. ROOT COMPLEX INTERNAL LINK CONTROL ENHANCED CAPABILITY HEADER...... 536
TABLE 7-57: ROOT COMPLEX LINK CAPABILITIES REGISTER .vevviiiiiiiiiiiiiiiiiee e ssirtireen e ssinans 537
TABLE 7-58: ROOT COMPLEX LINK CONTROL REGISTER.....utttiiiiieeiiiiiiirieeeeeeessssiinsrseeeeeesssnnnnnnns 539
TABLE 7-59: ROOT COMPLEX LINK STATUS REGISTER.....cccttttiiiiieeiisiiirtriri e e s ssibtrreese e s snnans 540
TABLE 7-60: POWER BUDGETING ENHANCED CAPABILITY HEADER .....vvvviiieeiiiiiiiireeee e, 542
TABLE 7-61: POWER BUDGETING DATA REGISTER ..eiiiiiiiiiittitiiii ettt sibbbsee s sananes 543
TABLE 7-62. POWER BUDGET CAPABILITY REGISTER.......ciitttttietieeeiiiiiirreeeeeeessssinnsrseseeeesssnsnnsens 545
TABLE 7-63: ACS EXTENDED CAPABILITY HEADER........oiictttiiii ettt 546
TABLE 7-64; ACS CAPABILITY REGISTER......iiitttttttttteeeeiiiiiiireeeeeessssisssssseessssssssssssssesessssssnsssens 547
TABLE 7-65. ACS CONTROL REGISTER ..eiiiiiiiiiiittiiiiie ettt sibbbr e s s bbb ree s e s e e sannnes 548
TABLE 7-66. EGRESS CONTROL VECTOR ....ccciiiiiitttiiieeeeesiiiittireeeseeesssssasssseeesesssssssssssssssssssssssnsnns 550
TABLE 7-67: RooT COMPLEX EVENT COLLECTOR ENDPOINT ASSOCIATION ENHANCED
CAPABILITY HEADER ... .utttiiiiiee ittt e st e e e e s s ssaabbaae e e e e e s s s snbbaeeeeseessssnsbbbbaeeeeeessnns 552
TABLE 7-68: MFVC ENHANCED CAPABILITY HEADER......ccoitiiiiiec ettt 554
TABLE 7-69: PORT VC CAPABILITY REGISTER L..uttviiiiiiiiiiiiiiiiiee e iiitrree e e e sinnrree e e e e nannnns 555
TABLE 7-70: PORT VC CAPABILITY REGISTER 2..utttiiiiiiiiiiiitiiiiii e ssibrrirs e s s s sibbrsses s s e s sansnns 556
TABLE 7-71; PORT VC CONTROL REGISTER .....ccutttiiiiieeiiiiiitiiriiee e e e s ssiirreee s e e e s s sannrseeeseessssnnnnnns 557
TABLE 7-72. PORT VC STATUS REGISTER ....coiiiittiiiiie ettt sttt sabb e s s e sanaaes 558
TABLE 7-73. VC RESOURCE CAPABILITY REGISTER ....ccciiiiittitiiitiee s s iiitrreeeeee e s s ssisnrseeessesssnnnnsnns 559
TABLE 7-74: VC RESOURCE CONTROL REGISTER ....ciiiiiiiiiitiitiiii ettt sibbbree e sanaens 560
TABLE 7-75. VC RESOURCE STATUS REGISTER ...uttviiiiiiiiiiiiiiriiee e s s siitrreee e e e e s ssinnrreeeesesssnnnnnnns 563
TABLE 7-76: LENGTH OF FUNCTION ARBITRATION TABLE ..vtvviiiiieii ittt ssivtireee e eanaes 564
TABLE 7-77. VENDOR-SPECIFIC ENHANCED CAPABILITY HEADER.......ccvvveieeeeiiiiiriireeee e 566
TABLE 7-78. VENDOR-SPECIFIC HEADER.........iiiittttiiitie ettt e s sibbrran s s s bbb ree e s s e s s nanaees 567
TABLE 7-79: RCRB HEADER ENHANCED CAPABILITY HEADER ......oo ottt 569
TABLE 7-80: VENDOR ID AND DEVICE ID.....coi ittt 569
TABLE 7-81: RCRB CAPABILITIES.....utttiiiiieeeiiiiiitreiiieeesssssissiseesssessssssssssssssssssssssssssssssssssssssssssses 570
TABLE 7-82: RCRB CONTROL ..iiiiiiiiititiiiii ettt et et st b e e e e s s s sabb b b ae e s s e e s s ssaabbbraeeesessssnnbees 570
TABLE A-1: ISOCHRONOUS BANDWIDTH RANGES AND GRANULARITIES ..cvviveeviiivviveeeeeee e seineees 575
TABLE B-1: 8B/10B DATA SYMBOL CODES.......ccciiiiiiitiieiiieeiirieesteessresssrveessstesssstesssreessssessssneas 583
TABLE B-2: 8B/10B SPECIAL CHARACTER SYMBOL CODES ......vvviiiiiiiiieseitiiee s eieee e e 591

19



20

PCI EXPRESS BASE SPECIFICATION, REV. 2.0



10

15

20

PCI EXPRESS BASE SPECIFICATION, REV. 2.0

Objective of the Specification

This specification describes the PCI Express® architecture, interconnect attributes, fabric
management, and the programming interface required to design and build systems and peripherals
that are compliant with the PCI Express Specification.

The goal is to enable such devices from different vendors to inter-operate in an open architecture.
The specification is intended as an enhancement to the PCI" architecture spanning multiple market
segments; Clients (Desktops and Mobile), Servers (Standard and Enterprise), and Embedded and
Communication devices. The specification allows system OEMs and peripheral developers
adequate room for product versatility and market differentiation without the burden of carrying
obsolete interfaces or losing compatibility.

Document Organization

The PCI Express Specification is organized as a base specification and a set of companion
documents. At this time, the PCI Express Base Specification and the PCI Express Card Electromechanical
Specification are being published. As the PCI Express definition evolves, other companion
documents will be published.

The PCI Express Base Specification contains the technical details of the architecture, protocol, Link
Layer, Physical Layer, and software interface. The PCI Express Base Specification is applicable to all
variants of PCI Express.

The PCI Express Card Electromechanical Specification focuses on information necessary to implementing
an evolutionary strategy with the current PCI desktop/server mechanicals as well as electricals. The
mechanical chapters of the specification contain a definition of evolutionary PCI Express card edge
connectors while the electrical chapters cover auxiliary signals, power delivery, and the adapter
interconnect electrical budget.
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Documentation Conventions

Capitalization

Some terms are capitalized to distinguish their definition in the context of this document from their
common English meaning. Words not capitalized have their common English meaning. When
terms such as “memory write” or “memory read” appear completely in lower case, they include all
transactions of that type.

Register names and the names of fields and bits in registers and headers are presented with the first
letter capitalized and the remainder in lower case.
Numbers and Number Bases

Hexadecimal numbers are written with a lower case “h” suffix, e.g., FFFh and 80h. Hexadecimal
numbers larger than four digits are represented with a space dividing each group of four digits, as in
1E FFFF FFFFh. Binary numbers are written with a lower case “b” suffix, e.g., 1001b and 10b.
Binary numbers larger than four digits are written with a space dividing each group of four digits, as
in 1000 0101 0010b.

All other numbers are decimal.

Implementation Notes

Implementation Notes should not be considered to be part of this specification. They are included
for clarification and illustration only.
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Terms and Acronyms

8b/10b

Access Control
Services, ACS

ACS Violation

adapter
advertise (Credits)

AER
asserted

attribute

Beacon

Bridge

by-1, x1
by-8, x8
by-N, xN
Character
Clear
cold reset

Completer

Completer Abort, CA

The data encoding scheme' used in the PCI Express Physical Layer.

A set of capabilities and control registers used to implement access control over
routing within a PCI Express component.

An error that applies to a Posted or Non-Posted Request when the Completer
detects an access control violation.

Used generically to refer to an add-in card or module.

Used in the context of Flow Control, the act of a Receiver sending information
regarding its Flow Control Credit availability.

Advanced Error Reporting (see Section 7.10)
The active logical state of a conceptual or actual signal.

Transaction handling preferences indicated by specified Packet header bits and
fields (for example, non-snoop).

An optional 30 kHz—500 MHz in-band signal used to exit the L2 Link power
management state. One of two defined mechanisms for waking up a Link in L2
(see also wakeup).

One of several defined System Elements. A Function that virtually or actually
connects a PCI/PCI-X segment or PCI Express Port with an internal component
interconnect or with another PCI/PCI-X bus segment or PCI Express Port. A
virtual Bridge in a Root Complex or Switch must use the software configuration
interface described in this specification.

A Link or Port with one Physical Lane.

A Link or Port with eight Physical Lanes.

A Link with “N” Physical Lanes.

An 8-bit quantity treated as an atomic entity; a byte.

A bit is Clear when its value is Ob.

A Fundamental Reset following the application of power.

The Function that terminates or “completes” a given Request, and generates a
Completion if appropriate. Generally the Function targeted by the Request
serves as the Completer. For cases when an uncorrectable error prevents the
Request from reaching its targeted Function, the Function that detects and
handles the error serves as the Completer.

1. A status that applies to a posted or non-posted Request that the Completer is
permanently unable to complete successfully, due to a violation of the
Completer’s programming model or to an unrecoverable error associated with the
Completer. 2. A status indication returned with a Completion for a non-posted
Request that suffered a Completer Abort at the Completer.

11BM Journal of Research and Development, Vol. 27, #5, September 1983 “A DC-Balanced, Partitioned-Block
8B/10B Transmission Code” by Widmer and Franaszek.
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Completer ID

Completion

component

Configuration Space

conventional PCI

Conventional Reset

Data Link Layer

Data Link Layer Packet,

DLLP

data payload

deasserted

device

Device

DFT

Downstream

DWORD, DW

Egress Port
Electrical Idle

Endpoint

error detection
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The combination of a Completer's Bus Number, Device Number, and Function
Number that uniquely identifies the Completer of the Request.

A Packet used to terminate, or to partially terminate, a transaction sequence. A
Completion always corresponds to a preceding Request, and, in some cases,
includes data.

A physical device (a single package).

One of the four address spaces within the PCI Express architecture. Packets
with a Configuration Space address are used to configure a Function within a
device.

Behavior or features that conform to the PCI Local Bus Specification,
Revision 3.0.

A Hot, Warm, or Cold reset. Distinct from Function Level Reset (FLR).

The intermediate Layer that is between the Transaction Layer and the Physical
Layer.

A Packet generated in the Data Link Layer to support Link management
functions.

Information following the header in some packets that is destined for
consumption by the targeted Function receiving the Packet (for example, Write
Requests or Read Completions).

The inactive logical state of a conceptual or actual signal.

1. A physical or logical entity that performs a specific type of I/0. 2. A
component on either end of a PCI Express Link. 3. A common imprecise
synonym for Function, particularly when a device has a single Function.

A collection of one or more Functions identified by common Bus Number and
Device Number.

Design for Testability.

1. The relative position of an interconnect/System Element (Port/component)
that is farther from the Root Complex. The Ports on a Switch that are not the
Upstream Port are Downstream Ports. All Ports on a Root Complex are
Downstream Ports. The Downstream component on a Link is the component
farther from the Root Complex. 2. A direction of information flow where the
information is flowing away from the Root Complex.

Four bytes. Used in the context of a data payload, the 4 bytes of data must be
on a naturally aligned 4-byte boundary (the least significant 2 bits of the byte
address are 00b).

The transmitting Port; that is, the Port that sends outgoing traffic.

The state of the output driver in which both lines, D+ and D-, are driven to the DC
common mode voltage.

One of several defined System Elements. A Function that has a Type 00h
Configuration Space header.

Mechanisms that determine that an error exists, either by the first agent to
discover the error (e.g., Malformed TLP) or by the recipient of a signaled error
(e.g., receiver of a poisoned TLP).



error logging

error reporting

error signaling

Flow Control

FCP or

Flow Control Packet

Function

FLR or

Function Level Reset

Fundamental Reset

header

Hierarchy
hierarchy domain
Host Bridge

hot reset

in-band signaling

Ingress Port
I/O Space

isochronous

invariant

Lane

Layer

Link
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A detector setting one or more bits in architected registers based on the
detection of an error. The detector might be the original discoverer of an error or
a recipient of a signaled error.

In a broad context, the general notification of errors. In the context of the Device
Control register, sending an Error Message. In the context of the Root Error
Command register, signaling an interrupt as a result of receiving an Error
Message.

One agent notifying another agent of an error either by (1) sending an Error
Message, (2) sending a Completion with UR/CA Status, or (3) poisoning a TLP.

The method for communicating receive buffer status from a Receiver to a
Transmitter to prevent receive buffer overflow and allow Transmitter compliance
with ordering rules.

A DLLP used to send Flow Control information from the Transaction Layer in one
component to the Transaction Layer in another component.

An addressable entity in Configuration Space associated with a single Function
Number. May be used to refer to one Function of a multi-Function device, or to
the only Function in a single-Function device.

A mechanism for resetting a specific Endpoint Function (see Section 6.6.2).

A hardware mechanism for setting or returning all Port states to the initial
conditions specified in this document (see Section 6.6).

A set of fields that appear at the front of a Packet that contain the information
required to determine the characteristics and purpose of the Packet.

The tree structured PCI Express I/O interconnect topology.

The part of a Hierarchy originating from a single Root Port.

The part of a Root Complex that connects a host CPU or CPUs to a Hierarchy.
A reset propagated in-band across a Link using a Physical Layer mechanism.

A method for signaling events and conditions using the Link between two
components, as opposed to the use of separate physical (sideband) signals. All
mechanisms defined in this document can be implemented using in-band
signaling, although in some form factors sideband signaling may be used
instead.

Receiving Port; that is, the Port that accepts incoming traffic.

One of the four address spaces of the PCI Express architecture. Identical to the
I/O Space defined in the PCI Local Bus Specification, Revision 3.0.

Data associated with time-sensitive applications, such as audio or video
applications.

A field of a TLP header that contains a value that cannot legally be modified as
the TLP flows through the PCI Express fabric.

A set of differential signal pairs, one pair for transmission and one pair for
reception. A by-N Link is composed of N Lanes.

A unit of distinction applied to this specification to help clarify the behavior of key
elements. The use of the term Layer does not imply a specific implementation.

The collection of two Ports and their interconnecting Lanes. A Link is a dual-
simplex communications path between two components.
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Logical Bus

Logical Idle

Malformed Packet

Memory Space

Message

Message Signaled
Interrupt (MSI/MSI-X)

Message Space

naturally aligned

P2P
Packet

PCI bus

PCI Software Model

Phantom Function
Number, PFN

Physical Lane

Physical Layer

Port

ppm

Quality of Service,
QoS
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The logical connection among a collection of Devices that have the same Bus
Number in Configuration Space.

A period of one or more Symbol Times when no information (TLPs, DLLPs, or
any special Symbol) is being transmitted or received. Unlike Electrical Idle,
during Logical Idle the idle Symbol is being transmitted and received.

A TLP that violates specific TLP formation rules as defined in this specification.

One of the four address spaces of the PCI Express architecture. ldentical to the
Memory Space defined in PCI 3.0.

A TLP used to communicate information outside of the Memory, I/O, and
Configuration Spaces.

Two similar but separate mechanisms that enable a Function to request service
by writing a system-specified DWORD of data to a system-specified address
using a Memory Write Request. Compared to MSI, MSI-X supports a larger
maximum number of vectors and independent message address and data for
each vector.

One of the four address spaces of the PCI Express architecture.

A data payload with a starting address equal to an integer multiple of a power of
two, usually a specific power of two. For example, 64-byte naturally aligned
means the least significant 6 bits of the byte address are 00 0000b.

Peer-to-peer.

A fundamental unit of information transfer consisting of a header that, in some
cases, is followed by a data payload.

The PCI Local Bus, as specified in the PCI Local Bus Specification, Revision 3.0
and the PCI-X Addendum to the PCI Local Bus Specification, Revision 2.0.

The software model necessary to initialize, discover, configure, and use a PCI
device, as specified in the PCI Local Bus Specification, Revision 3.0, the PCI-X
Addendum to the PCI Local Bus Specification, Revision 2.0, and the PCI BIOS
Specification.

An unclaimed Function Number that may be used to expand the number of
outstanding transaction identifiers by logically combining the PFN with the Tag
identifier to create a unique transaction identifier.

See Lane.

The Layer that directly interacts with the communication medium between two
components.

1. Logically, an interface between a component and a PCI Express Link. 2.
Physically, a group of Transmitters and Receivers located on the same chip that
define a Link.

Parts per Million. Applied to frequency, the difference, in millionths of a Hertz,
between a stated ideal frequency, and the measured long-term average of a
frequency.

Attributes affecting the bandwidth, latency, jitter, relative priority, etc., for
differentiated classes of traffic.



QWORD, QW

Receiver

Receiving Port

Reported Error

Request

Requester

Requester ID

reserved

Root Complex, RC

Root Complex
Component

Root Port

Set

sideband signaling

slot

Split Transaction

Switch

Symbol
Symbol Time
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Eight bytes. Used in the context of a data payload, the 8 bytes of data must be
on a naturally aligned 8-byte boundary (the least significant 3 bits of the address
are 000b).

The component that receives Packet information across a Link.

In the context of a specific TLP or DLLP, the Port that receives the Packet on a
given Link.

An error subject to the logging and signaling requirements architecturally defined
in this document

A Packet used to initiate a transaction sequence. A Request includes operation
code and, in some cases, address and length, data, or other information.

The Function that first introduces a transaction sequence into the PCI Express
domain.

The combination of a Requester's Bus Number, Device Number, and Function
Number that uniquely identifies the Requester.

The contents, states, or information are not defined at this time. Using any
reserved area (for example, packet header bit-fields, configuration register bits) is
not permitted. Reserved register fields must be read only and must return O (all
0’s for multi-bit fields) when read. Reserved encodings for register and packet
fields must not be used. Any implementation dependence on a reserved field
value or encoding will result in an implementation that is not PCI Express-
compliant. The functionality of such an implementation cannot be guaranteed in
this or any future revision of this specification.

A defined System Element that includes a Host Bridge, zero or more Root
Complex Integrated Endpoints, zero or more Root Complex Event Collectors,
and one or more Root Ports.

A logical aggregation of Root Ports, Root Complex Register Blocks, and Root
Complex Integrated Endpoints.

A PCI Express Port on a Root Complex that maps a portion of the Hierarchy
through an associated virtual PCI-PCI Bridge.

A bit is Set when its value is 1b.

A method for signaling events and conditions using physical signals separate
from the signals forming the Link between two components. All mechanisms
defined in this document can be implemented using in-band signaling, although
in some form factors sideband signaling may be used instead.

Used generically to refer to an add-in card slot or module bay.

A single logical transfer containing an initial transaction (the Request) terminated
at the target (the Completer), followed by one or more transactions initiated by
the Completer in response to the Request.

A defined System Element that connects two or more Ports to allow Packets to
be routed from one Port to another. To configuration software, a Switch appears
as a collection of virtual PCI-to-PCI Bridges.

A 10-bit quantity produced as the result of 8b/10b encoding.

The period of time required to place a Symbol on a Lane (10 times the Unit
Interval).
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Tag

Transaction Descriptor

Transaction ID

Transaction Layer
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A defined Device or collection of devices that operate according to distinct sets of
rules. The following System Elements are defined: Root Complex, Endpoint,
Switch, and Bridge.

A number assigned to a given Non-posted Request to distinguish Completions
for that Request from other Requests.

An element of a Packet header that, in addition to Address, Length, and Type,
describes the properties of the Transaction.

A component of the Transaction Descriptor including Requester ID and Tag.

The Layer that operates at the level of transactions (for example, read, write).

Transaction Layer Packet,

TLP

transaction sequence

Transceiver
Transmitter

Transmitting Port

Unit Interval, Ul

Unsupported Request,
UR

Upstream

variant

wakeup

warm reset
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A Packet generated in the Transaction Layer to convey a Request or Completion.

A single Request and zero or more Completions associated with carrying out a
single logical transfer by a Requester.

The physical Transmitter and Receiver pair on a single chip.
The component sending Packet information across a Link.

In the context of a specific TLP or DLLP, the Port that transmits the Packet on a
given Link.

Given a data stream of a repeating pattern of alternating 1 and 0 values, the Unit
Interval is the value measured by averaging the time interval between voltage
transitions, over a time interval long enough to make all intentional frequency
modulation of the source clock negligible.

1. A status that applies to a posted or non-posted Request that specifies some
action or access to some space that is not supported by the Completer. 2. A
status indication returned with a Completion for a non-posted Request that
suffered an Unsupported Request at the Completer.

1. The relative position of an interconnect/System Element (Port/component)
that is closer to the Root Complex. The Port on a Switch that is closest
topologically to the Root Complex is the Upstream Port. The Port on a
component that contains only Endpoint or Bridge Functions is an Upstream Port.
The Upstream component on a Link is the component closer to the Root
Complex. 2. A direction of information flow where the information is flowing
towards the Root Complex.

A field of a TLP header that contains a value that is subject to possible
modification according to the rules of this specification as the TLP flows through
the PCI Express fabric.

An optional mechanism used by a component to request the reapplication of
main power when in the L2 Link state. Two such mechanisms are defined:
Beacon (using in-band signaling) and WAKE# (using sideband signaling).

A Fundamental Reset without cycling the supplied power.
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1. Introduction

This chapter presents an overview of the PCI Express architecture and key concepts. PCI Express
is a high performance, general purpose I/O interconnect defined for a wide variety of future
computing and communication platforms. Key PCI attributes, such as its usage model, load-store
architecture, and software interfaces, are maintained, whereas its parallel bus implementation is
replaced by a highly scalable, fully serial interface. PCI Express takes advantage of recent advances
in point-to-point interconnects, Switch-based technology, and packetized protocol to deliver new
levels of petformance and features. Power Management, Quality Of Service (QoS), Hot-Plug/Hot-
Swap support, Data Integrity, and Error Handling are among some of the advanced features
supported by PCI Express.

1.1. A Third Generation 1/0 Interconnect

The high-level requirements for this third generation I/O interconnect are as follows:

O Supports multiple market segments and emerging applications:

e Unifying I/O atchitecture for desktop, mobile, workstation, server, communications
platforms, and embedded devices

U Ability to deliver low cost, high volume solutions:

e Cost at or below PCI cost structure at the system level

O Support multiple platform interconnect usages:

e  Chip-to-chip, board-to-board via connector or cabling

U New mechanical form factors:

e Mobile, PCI-like form factor and modular, cartridge form factor
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U PCI compatible software model:

Ability to enumerate and configure PCI Express hardware using PCI system configuration
software implementations with no modifications

Ability to boot existing operating systems with no modifications
Ability to support existing I/O device drivers with no modifications

Ability to configure/enable new PCI Express functionality by adopting the PCI
configuration paradigm

U Performance:

Low-overhead, low-latency communications to maximize application payload bandwidth and
Link efficiency

High-bandwidth per pin to minimize pin count per device and connector interface

Scalable performance via aggregated Lanes and signaling frequency

U Advanced features:

32

Comprehend different data types and ordering rules

Power management and budgeting

4 Ability to identify power management capabilities of a given Function
Ability to transition a Function into a specific power state

¢

4 Ability to receive notification of the current power state of a Function

¢ Ability to generate a request to wakeup from a power-off state of the main power supply
¢

Ability to sequence device power-up to allow graceful platform policy in power
budgeting.

Ability to support differentiated services, i.e., different qualities of service (QoS)

¢ Ability to have dedicated Link resources per QoS data flow to improve fabric efficiency
and effective application-level performance in the face of head-of-line blocking

4 Ability to configure fabric QoS arbitration policies within every component
4 Ability to tag end-to-end QoS with each packet

¢ Ability to create end-to-end isochronous (time-based, injection rate control) solutions
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e Hot-Plug and Hot-Swap support
4 Ability to support existing PCI Hot-Plug and Hot-Swap solutions

¢ Ability to support native Hot-Plug and Hot-Swap solutions (no sideband signals
required)

4 Ability to supportt a unified software model for all form factors
e Data Integrity

¢ Ability to support Link-level data integrity for all types of transaction and Data Link
packets

4 Ability to support end-to-end data integrity for high availability solutions
e Error Handling
4 Ability to support PCl-level error handling

4 Ability to support advanced error reporting and handling to improve fault isolation and
recovery solutions

e Process Technology Independence
4 Ability to support different DC common mode voltages at Transmitter and Receiver
e Ease of Testing

4 Ability to test electrical compliance via simple connection to test equipment

1.2. PCIl Express Link

A Link represents a dual-simplex communications channel between two components. The
fundamental PCI Express Link consists of two, low-voltage, differentially driven signal pairs: a
Transmit pair and a Receive pair as shown in Figure 1-1.

Packet

Component A Component B

Packet

OM13750

Figure 1-1: PCI Express Link
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The primary Link attributes are:

O The basic Link — PCI Express Link consists of dual unidirectional differential Links,

34

implemented as a Transmit pair and a Receive pair. A data clock is embedded using an encoding
scheme (see Chapter 4) to achieve very high data rates.

Signaling rate — Once initialized, each Link must only operate at one of the supported signaling
levels. For the first generation of PCI Express technology, there is only one signaling rate
defined, which provides an effective 2.5 Gigabits/second/Lane/direction of raw bandwidth.
The second generation provides an effective 5.0 Gigabits/second/Lane/direction of raw
bandwidth. The data rate is expected to increase with technology advances in the future.

Lanes — A Link must support at least one Lane — each Lane represents a set of differential signal
pairs (one pair for transmission, one pair for reception). To scale bandwidth, a Link may
aggregate multiple Lanes denoted by xN where N may be any of the supported Link widths. An
x8 Link represents an aggregate bandwidth of 20 Gigabits/second of raw bandwidth in each
direction. This specification describes operations for x1, x2, x4, x8, x12, x106, and x32 Lane
widths.

Initialization — During hardware initialization, each PCI Express Link is set up following a
negotiation of Lane widths and frequency of operation by the two agents at each end of the
Link. No firmware or operating system software is involved.

Symmetry — Fach Link must support a symmetric number of Lanes in each direction, i.e., a x16
Link indicates there are 16 differential signal pairs in each direction.
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1.3. PCIl Express Fabric Topology

A fabric is composed of point-to-point Links that interconnect a set of components — an example
fabric topology is shown in Figure 1-2. This figure illustrates a single fabric instance referred to as a
hierarchy — composed of a Root Complex (RC), multiple Endpoints (I/O devices), a Switch, and a
PCI Express to PCI/PCI-X Bridge, all interconnected via PCI Express Links.

CPU
PCl Express | PCI Express
Endpoint
Root
Complex Memory
PCI Express to PCl Express
PCI/PCI-X Bridge
PCI Express
PCI/PCI-X Switch
PCI PCI
Express PCI PCI Express
Express Express
Legacy Legacy PCI Express PCI Express
Endpoint Endpoint Endpoint Endpoint

OM13751A

Figure 1-2: Example Topology

1.3.1. Root Complex

Q

Q

A Root Complex (RC) denotes the root of an I/O hierarchy that connects the CPU/memory
subsystem to the 1/O.

As illustrated in Figure 1-2, a Root Complex may support one or more PCI Express Ports. Each
interface defines a separate hierarchy domain. Each hierarchy domain may be composed of a
single Endpoint or a sub-hierarchy containing one or more Switch components and Endpoints.

The capability to route peer-to-peer transactions between hierarchy domains through a Root
Complex is optional and implementation dependent. For example, an implementation may
incorporate a real or virtual Switch internally within the Root Complex to enable full peer-to-
peer support in a software transparent way.

Unlike the rules for a Switch, a Root Complex is generally permitted to split a packet into
smaller packets when routing transactions peer-to-peer between hierarchy domains (except as
noted below), e.g., split a single packet with a 256-byte payload into two packets of 128 bytes
payload each. The resulting packets are subject to the normal packet formation rules contained
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in this specification (e.g., Max_Payload_Size, Read Completion Boundary, etc.). Component
designers should note that splitting a packet into smaller packets may have negative performance
consequences, especially for a transaction addressing a device behind a PCI Express to
PCI/PCI-X bridge.

Exception: A Root Complex that supports peer-to-peer routing of Vendor_Defined Messages is
not permitted to split a Vendor_Defined Message packet into smaller packets except at 128-byte
boundaries (i.e., all resulting packets except the last must be an integral multiple of 128 bytes in
length) in order to retain the ability to forward the Message across a PCI Express to PCI/PCI-X
Bridge. Refer to the PCI Express to PCI/PCI-X Bridge Specification, Revision 1.0 for additional

information.
A Root Complex must support generation of configuration requests as a Requester.
A Root Complex is permitted to support the generation of I/O requests as a Requestet.

A Root Complex must not support Lock semantics as a Completer.

I I W

A Root Complex is permitted to support generation of Locked Requests as a Requester.

1.3.2. Endpoints

Endpoint refers to a type of Function that can be the Requester or Completer of a PCI Express
transaction either on its own behalf or on behalf of a distinct non-PCI Express device (other than a
PCI device or Host CPU), e.g., a PCI Express attached graphics controller or a PCI Express-USB
host controller. Endpoints are classified as either legacy, PCI Express, or Root Complex Integrated
Endpoints.

1.3.2.1. Legacy Endpoint Rules

O A Legacy Endpoint must be a Function with a Type 00h Configuration Space headet.
A Legacy Endpoint must support Configuration Requests as a Completer

A Legacy Endpoint may support I/O Requests as a Completer.

A Legacy Endpoint may generate I/O Requests.

U000

A Legacy Endpoint may support Lock memory semantics as a Completer if that is required by
the device’s legacy software support requirements.

U

A Legacy Endpoint must not issue a Locked Request.

U

A Legacy Endpoint may implement Extended Configuration Space Capabilities, but such
Capabilities may be ignored by software.

O A Legacy Endpoint operating as the Requester of a Memory Transaction is not required to be
capable of generating addresses 4 GB or greater.

O A Legacy Endpoint is required to support MSI or MSI-X or both if an interrupt resource is
requested. If MSI is implemented, a Legacy Endpoint is permitted to support either the 32-bit
or 64-bit Message Address version of the MSI Capability structure.
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A Legacy Endpoint is permitted to support 32-bit addressing for Base Address registers that
request memory resources.

A Legacy Endpoint must appear within one of the hierarchy domains originated by the Root
Complex.

1.3.2.2. PCl Express Endpoint Rules

(M

(M

A PCI Express Endpoint must be a Function with a Type 00h Configuration Space header.
A PCI Express Endpoint must support Configuration Requests as a Completer.

A PCI Express Endpoint must not depend on operating system allocation of I/O resources
claimed through BAR(s).

A PCI Express Endpoint must not generate I/O Requests.

A PCI Express Endpoint must not support Locked Requests as a Completer or generate them
as a Requestor. PCI Express-compliant software drivers and applications must be written to
prevent the use of lock semantics when accessing a PCI Express Endpoint.

A PCI Express Endpoint operating as the Requester of a Memory Transaction is required to be
capable of generating addresses greater than 4 GB.

A PCI Express Endpoint is required to support MSI or MSI-X or both if an interrupt resource
is requested., If MSI is implemented, a PCI Express Endpoint must support the 64-bit Message
Address version of the MSI Capability structure.

A PCI Express Endpoint requesting memory resources through a BAR must set the BAR’s
Prefetchable bit unless the range contains locations with read side-effects or locations in which
the Function does not tolerate write merging.

For a PCI Express Endpoint, 64-bit addressing must be supported for all BARs that have the
prefetchable bit set. 32-bit addressing is permitted for all BARs that do not have the
prefetchable bit set.

The minimum memory address range requested by a BAR is 128 bytes.

A PCI Express Endpoint must appear within one of the hierarchy domains originated by the
Root Complex.

1.3.2.3. Root Complex Integrated Endpoint Rules

Q

U

A Root Complex Integrated Endpoint is implemented on internal logic of Root Complexes that
contains the Root Ports.

A Root Complex Integrated Endpoint must be a Function with a Type 00h Configuration Space
header.

A Root Complex Integrated Endpoint must support Configuration Requests as a Completer
A Root Complex Integrated Endpoint must not require I/O resources claimed through BAR(s).

A Root Complex Integrated Endpoint must not generate I/O Requests.
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A Root Complex Integrated Endpoint must not support Locked Requests as a Completer or
generate them as a Requestor. PCI Express-compliant software drivers and applications must be
written to prevent the use of lock semantics when accessing a Root Complex Integrated
Endpoint.

A Root Complex Integrated Endpoint operating as the Requester of a Memory Transaction is
required to be capable of generating addresses equal to or greater than the Host is capable of
handling as a Completer.

A Root Complex Integrated Endpoint is required to support MSI or MSI-X or both if an
interrupt resource is requested. If MSI is implemented, a Root Complex Integrated Endpoint is
permitted to support either the 32-bit or 64-bit Message Address version of the MSI Capability

structure.

A Root Complex Integrated Endpoint is permitted to support 32-bit addressing for Base
Address registers that request memory resources.

A Root Complex Integrated Endpoint must not implement Link Capabilities/Status/Control
registers in the PCI Express Extended Capability.

A Root Complex Integrated Endpoint must signal PME and error conditions through the same
mechanisms used on PCI systems. If a Root Complex Event Collector is implemented, a Root
Complex Integrated Endpoint may optionally signal PME and error conditions through a Root
Complex Event Collector. In this case, a Root Complex Integrated Endpoint must be
associated with exactly one Root Complex Event Collector.

A Root Complex Integrated Endpoint does not implement Active State Power Management.

A Root Complex Integrated Endpoint may not be hot-plugged independent of the Root
Complex as a whole.

A Root Complex Integrated Endpoint must not appear in any of the hierarchy domains exposed
by the Root Complex.

A Root Complex Integrated Endpoint must not appear in Switches.
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1.3.3. Switch

U

U

A Switch is defined as a logical assembly of multiple virtual PCI-to-PCI Bridge devices as illustrated
in Figure 1-3. All Switches are governed by the following base rules.

!

Switch \
— Legend
PVirlnlé’all
BCriEig(e: PCI Express Link
I I |:| Upstream Port
Virtual Virtual Virtual |:| Downstream Port
PCI-PCI PCI-PCI PCI-PCI
Bridge Bridge Bridge

R
b

Figure 1-3: Logical Block Diagram of a Switch

OM13752

Switches appear to configuration software as two or more logical PCI-to-PCI Bridges.
A Switch forwards transactions using PCI Bridge mechanisms; e.g., address based routing.

Except as noted in this document, a Switch must forward all types of Transaction Layer Packets
between any set of Ports.

Locked Requests must be supported as specified in Section 6.5. Switches are not required to
support Downstream Ports as initiating Ports for Locked requests.

Each enabled Switch Port must comply with the flow control specification within this
document.

A Switch is not allowed to split a packet into smaller packets, e.g., a single packet with a 256-byte
payload must not be divided into two packets of 128 bytes payload each.

Arbitration between Ingress Ports (inbound Link) of a Switch may be implemented using round
robin or weighted round robin when contention occurs on the same Virtual Channel. This is
described in more detail later within the specification.

Endpoints (represented by Type 00h Configuration Space headers) must not appear to
configuration software on the Switch’s internal bus as peers of the virtual PCI-to-PCI Bridges
representing the Switch Downstream Ports.
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1.3.4. Root Complex Event Collector

O A Root Complex Event Collector provides supportt for terminating error and PME messages
from Root Complex Integrated Endpoints.

U A Root Complex Event Collector must follow all rules for a Root Complex Integrated
Endpoint.

O A Root Complex Event Collector is not required to decode any memory or IO resources.

O A Root Complex Event Collector has the Base Class 08h, Sub-Class 06h and Programming
Interface OOh.

U A Root Complex Event Collector resides on the same Logical Bus as the Root Complex
Integrated Endpoints it supports.

U A Root Complex Event Collector explicitly declares supported Root Complex Integrated
Endpoints through the Root Complex Event Collector Endpoint Association Capability.

O Root Complex Event Collectors ate optional.

1.3.5. PCI Express to PCI/PCI-X Bridge

O A PCI Express to PCI/PCI-X Bridge provides a connection between a PCI Express fabric and a
PCI/PCI-X hierarchy.

O PCI Express Port(s) of a PCI Express to PCI/PCI-X Bridge must comply with the requirements
of this document.

1.4. PCIl Express Fabric Topology Configuration

The PCI Express Configuration model supports two mechanisms:

O PCI compatible configuration mechanism: The PCI compatible mechanism supports 100%
binary compatibility with PCI 3.0 or later operating systems and their corresponding bus
enumeration and configuration software.

4 PrCI Express enhanced configuration mechanism: The enhanced mechanism is provided to
increase the size of available Configuration Space and to optimize access mechanisms.

Each PCI Express Link is mapped through a virtual PCI-to-PCI Bridge structure and has a logical
PCI bus associated with it. The virtual PCI-to-PCI Bridge structure may be part of a PCI Express
Root Complex Port, a Switch Upstream Port, or a Switch Downstream Port. A Root Port is a
virtual PCI-to-PCI Bridge structure that originates a PCI Express hierarchy domain from a PCI
Express Root Complex. Devices are mapped into Configuration Space such that each will respond
to a particular Device Number.
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1.5. PCI Express Layering Overview

This document specifies the architecture in terms of three discrete logical layers: the Transaction
Layer, the Data Link Layer, and the Physical Layer. Each of these layers is divided into two sections:
one that processes outbound (to be transmitted) information and one that processes inbound
(received) information, as shown in Figure 1-4.

The fundamental goal of this layering definition is to facilitate the reader’s understanding of the
specification. Note that this layering does not imply a particular PCI Express implementation.

4 N\ 4 N\
Transaction Transaction

N\ J g J

4 N\ 4 N\
Data: Link Data Link

\\§ J G J

) N -

Physical Physical

Logical Sub-block Logical Sub-block
Electrical Sub-block Electrical Sub-block

___ RX ™ ) (U RX ™ )

OM13753

Figure 1-4: High-Level Layering Diagram

PCI Express uses packets to communicate information between components. Packets are formed
in the Transaction and Data Link Layers to carry the information from the transmitting component
to the receiving component. As the transmitted packets flow through the other layers, they are
extended with additional information necessary to handle packets at those layers. At the receiving
side the reverse process occurs and packets get transformed from their Physical Layer representation
to the Data Link Layer representation and finally (for Transaction Layer Packets) to the form that
can be processed by the Transaction Layer of the receiving device. Figure 1-5 shows the conceptual
flow of transaction level packet information through the layers.
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Figure 1-5: Packet Flow Through the Layers

Note that a simpler form of packet communication is supported between two Data Link Layers
(connected to the same Link) for the purpose of Link management.

1.5.1. Transaction Layer

The upper Layer of the architecture is the Transaction Layer. The Transaction Layer’s primary
responsibility is the assembly and disassembly of Transaction Layer Packets (TLPs). TLPs are used
to communicate transactions, such as read and write, as well as certain types of events. The
Transaction Layer is also responsible for managing credit-based flow control for TLPs.

Every request packet requiring a response packet is implemented as a split transaction. Fach packet
has a unique identifier that enables response packets to be directed to the correct originator. The
packet format supports different forms of addressing depending on the type of the transaction
(Memoty, 1/0, Configuration, and Message). The Packets may also have attributes such as No
Snoop and Relaxed Ordering.

The transaction Layer supports four address spaces: it includes the three PCI address spaces
(memoty, I/O, and configuration) and adds Message Space. This specification uses Message Space
to support all prior sideband signals, such as interrupts, power-management requests, and so on, as
in-band Message transactions. You could think of PCI Express Message transactions as “virtual
wires” since their effect is to eliminate the wide array of sideband signals currently used in a platform
implementation.

1.5.2. Data Link Layer

The middle Layer in the stack, the Data Link Layer, serves as an intermediate stage between the
Transaction Layer and the Physical Layer. The primary responsibilities of the Data Link Layer
include Link management and data integrity, including error detection and error correction.

The transmission side of the Data Link Layer accepts TLPs assembled by the Transaction Layer,
calculates and applies a data protection code and TLP sequence number, and submits them to
Physical Layer for transmission across the Link. The receiving Data Link Layer is responsible for
checking the integrity of received TLPs and for submitting them to the Transaction Layer for
further processing. On detection of TLP erroz(s), this Layer is responsible for requesting
retransmission of TLPs until information is correctly received, or the Link is determined to have

failed.

42



10

15

20

25

PCI EXPRESS BASE SPECIFICATION, REV. 2.0

The Data Link Layer also generates and consumes packets that are used for Link management
functions. To differentiate these packets from those used by the Transaction Layer (TLP), the term
Data Link Layer Packet (DLLP) will be used when referring to packets that are generated and
consumed at the Data Link Layer.

1.5.3. Physical Layer

The Physical Layer includes all circuitry for interface operation, including driver and input buffers,
parallel-to-serial and serial-to-parallel conversion, PLL(s), and impedance matching circuitry. It
includes also logical functions related to interface initialization and maintenance. The Physical Layer
exchanges information with the Data Link Layer in an implementation-specific format. This Layer
is responsible for converting information received from the Data Link Layer into an appropriate
serialized format and transmitting it across the PCI Express Link at a frequency and width
compatible with the device connected to the other side of the Link.

The PCI Express architecture has “hooks” to support future performance enhancements via speed
upgrades and advanced encoding techniques. The future speeds, encoding techniques or media may
only impact the Physical Layer definition.

1.5.4. Layer Functions and Services

1.5.4.1. Transaction Layer Services

The Transaction Layer, in the process of generating and receiving TLPs, exchanges Flow Control
information with its complementary Transaction Layer on the other side of the Link. It is also
responsible for supporting both software and hardware-initiated power management.

Initialization and configuration functions require the Transaction Layer to:

O Store Link configuration information generated by the processor or management device

O Store Link capabilities generated by Physical Layer hardware negotiation of width and
operational frequency

A Transaction Layer’s Packet generation and processing services require it to:

O Generate TLPs from device core Requests

O Convert received Request TLPs into Requests for the device core

U Convert received Completion Packets into a payload, or status information, deliverable to the
core

U

Detect unsupported TLPs and invoke appropriate mechanisms for handling them

O If end-to-end data integrity is supported, generate the end-to-end data integrity CRC and update
the TLP header accordingly.
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Flow control services:
U The Transaction Layer tracks flow control credits for TLPs across the Link.

U Transaction credit status is periodically transmitted to the remote Transaction Layer using
transport services of the Data Link Layer.

U Remote Flow Control information is used to throttle TLLP transmission.

Otrdering rules:
U PCI/PCI-X compliant producer consumer ordering model

U Extensions to support relaxed ordering

Power management services:
O ACPI/PCI power management, as dictated by system software.

U Hardware-controlled autonomous power management minimizes power during full-on power
states.

Virtual Channels and Traffic Class:

U The combination of Virtual Channel mechanism and Traffic Class identification is provided to
support differentiated services and QoS support for certain classes of applications.

U Virtual Channels: Virtual Channels provide a means to support multiple independent logical data
flows over given common physical resources of the Link. Conceptually this involves
multiplexing different data flows onto a single physical Link.

O Traffic Class: The Traffic Class is a Transaction Layer Packet label that is transmitted
unmodified end-to-end through the fabric. At every service point (e.g., Switch) within the
fabric, Traffic Class labels are used to apply appropriate servicing policies. Each Traffic Class
label defines a unique ordering domain - no ordering guarantees are provided for packets that
contain different Traffic Class labels.

1.5.4.2. Data Link Layer Services

The Data Link Layer is responsible for reliably exchanging information with its counterpart on the
opposite side of the Link.

Initialization and power management services:

O Accept power state Requests from the Transaction Layer and convey to the Physical Layer

O Convey active/reset/disconnected/power managed state to the Transaction Layer

Data protection, error checking, and retry services:

U CRC generation

U Transmitted TLP storage for Data Link level retry
O Error checking
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O TLP acknowledgment and retry Messages

W Error indication for error reporting and logging

1.5.4.3. Physical Layer Services

Interface initialization, maintenance control, and status tracking:

U Reset/Hot-Plug control/status
O Interconnect power management
U Width and Lane mapping negotiation

U Polarity reversal

Symbol and special Ordered Set generation:
U 8b/10b encoding/decoding
U Embedded clock tuning and alignment

Symbol transmission and alignment:
U Transmission circuits

O Reception circuits

U Elastic buffer at receiving side

O Multi-Lane de-skew (for widths > x1) at receiving side

System DFT support features

1.5.4.4. Inter-Layer Interfaces

1.5.4.4.1. Transaction/Data Link Interface

The Transaction to Data Link interface provides:
U Byte or multi-byte data to be sent across the Link
e J.ocal TLP-transfer handshake mechanism

e TLP boundary information

O Requested power state for the Link
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The Data Link to Transaction interface provides:

U Byte or multi-byte data received from the PCI Express Link
O TLP framing information for the received byte

O Actual power state for the Link

U Link status information

1.5.4.4.2. Data Link/Physical Interface

The Data Link to Physical interface provides:
U Byte or multi-byte wide data to be sent across the Link
e Data transfer handshake mechanism

e TLP and DLLP boundary information for bytes

U Requested power state for the Link

The Physical to Data Link interface provides:

O Byte or multi-byte wide data received from the PCI Express Link

TLP and DLLP framing information for data
Indication of errors detected by the Physical Layer

Actual power state for the Link

U000

Connection status information
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2. Transaction Layer Specification

2.1. Transaction Layer Overview
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Figure 2-1: Layering Diagram Highlighting the Transaction Layer
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At a high level, the key aspects of the Transaction Layer are:

O A pipelined full split-transaction protocol

U Mechanisms for differentiating the ordering and processing requirements of Transaction Layer

Packets (TLPs)
O Credit-based flow control

O Optional suppott for data poisoning and end-to-end data integrity detection.
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The Transaction Layer comprehends the following:
O TLP construction and processing
O Association of transaction-level mechanisms with device resources including:
¢ Flow Control
e Virtual Channel management
O Rules for ordering and management of TLPs
e PCI/PCI-X compatible ordering
e Including Traffic Class differentiation

This chapter specifies the behaviors associated with the Transaction Layer.

2.1.1. Address Spaces, Transaction Types, and Usage

Transactions form the basis for information transfer between a Requester and Completer. Four
address spaces are defined, and different Transaction types are defined, each with its own unique
intended usage, as shown in Table 2-1.

Table 2-1: Transaction Types for Different Address Spaces

Address Space Transaction Types Basic Usage

Memory Read Transfer data to/from a memory-mapped
Write location.

I/0 Read Transfer data to/from an I/O-mapped location
Write

Configuration Read Device Function configuration/setup
Write

Message Baseline From event signaling mechanism to general
(including Vendor— purpose messaging
defined)

Details about the rules associated with usage of these address formats and the associated TLP
formats are described later in this chapter.
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2.1.1.1. Memory Transactions

Memory Transactions include the following types:

U Read Request/Completion

O Write Request

Memory Transactions use two different address formats:
O Short Address Format: 32-bit address

O Long Address Format: 64-bit address

2.1.1.2. 1/O Transactions

PCI Express supports I/O Space for compatability with legacy devices which requite their use.
Future revisions of this specification are expected to deprecate the use of I/O Space. 1I/O
Transactions include the following types:

U Read Request/Completion
O Write Request/Completion
I/0O Transactions use a single address format:

U Short Address Format: 32-bit address

2.1.1.3. Configuration Transactions

Configuration Transactions are used to access configuration registers of Functions within devices.
Configuration Transactions include the following types:

O Read Request/Completion

O Write Request/Completion

2.1.1.4. Message Transactions

The Message Transactions, or simply Messages, are used to support in-band communication of
events between devices.

In addition to the specified Messages, PCI Express provides support for vendor-defined Messages
using specified Message codes. The definition of specific vendor-defined Messages is outside the
scope of this document.

This specification establishes a standard framework within which vendors can specify their own
vendor-defined Messages tailored to fit the specific requirements of their platforms (see
Sections 2.2.8.5 and 2.2.8.7).

Note that these vendor-defined Messages are not guaranteed to be interoperable with components
from different vendors.
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2.1.2. Packet Format Overview

Transactions consist of Requests and Completions, which are communicated using packets.
Figure 2-2 shows a high level serialized view of a Transaction Layer Packet (TLP), consisting of a
TLP header, a data payload (for some types of packets), and an optional TLP digest. Figure 2-3
shows a more detailed view of the TLP. The following sections of this chapter define the detailed
structure of the packet headers and digest.

TLP 2 Data Payload £ _| TLP Digest
Header |s°© (included when applicable) g2 (optional)
[ | | ] | | = [ 1|
byte 0 1 2.. J J+l J+2.. K K+l K+2 K+3

OM14547

Figure 2-2: Serial View of a TLP

PCI Express conceptually transfers information as a serialized stream of bytes as shown in

Figure 2-2. Note that at the byte level, information is transmitted/received over the interconnect
with byte 0 being transmitted/received first. Refer to Section 4.2 for details on how individual bytes
of the packet are encoded and transmitted over the physical media.

Detailed layouts of the TLP header and TLP digest (presented in generic form in Figure 2-3) are
drawn with the lower numbered bytes on the left rather than on the right as has traditionally been
depicted in other PCI specifications. The header layout is optimized for performance on a serialized
interconnect, driven by the requirement that the most time critical information be transferred first.
For example, within the TLP header, the most significant byte of the address field is transferred first
so that it may be used for early address decode.

+0 +1 +2 +3

7|6]s|a|s|2|1]o|7]6|s|4|3|2|1]0|7|6|5|a|3|2]1]0|7]6|5|4|s]2]1]o

Byte 0 >
Header

Byte J > Data Byte 0 |

=~ Data B

] (included when applicable) =
Byte K-4 > Data Byte N-1

TLP Digest (optional)

Byte K >
yte 3y, 4 oy oy oy y2ale3y ooy ooy aelasy ooy o 8l 0
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Figure 2-3: Generic TLP Format

Payload data within a TLP is depicted with the lowest addressed byte (byte J in Figure 2-3) shown to
the upper left. Detailed layouts depicting data structure organization (such as the Configuration
Space depictions in Chapter 7) retain the traditional PCI byte layout with the lowest addressed byte
shown on the right. Regardless of depiction, all bytes are conceptually transmitted over the Link in
increasing byte number order.
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Depending on the type of a packet, the header for that packet will include some of the following
types of fields:

U Format of the packet

O Type of the packet

U Length for any associated data

U Transaction Descriptor, including:
e Transaction ID

e Attributes

e Traffic Class

Address/routing information
Byte Enables

Message encoding

(I i W

Completion status

2.2. Transaction Layer Protocol - Packet
Definition

PCI Express uses a packet based protocol to exchange information between the Transaction Layers
of the two components communicating with each other over the Link. PCI Express supports the
following basic transaction types: Memoty, I/O, Configuration, and Messages. Two addressing
formats for Memory Requests are supported: 32 bit and 64 bit.

Transactions are carried using Requests and Completions. Completions are used only where
requited, for example, to return read data, or to acknowledge Completion of I/O and Configuration
Write Transactions. Completions are associated with their corresponding Requests by the value in
the Transaction ID field of the Packet header.

All TLP fields marked Reserved (sometimes abbreviated as R) must be filled with all 0’s when a TLP
is formed. Values in such fields must be ignored by Receivers and forwarded unmodified by
Switches. Note that for certain fields there are both specified and reserved values — the handling of
reserved values in these cases is specified separately for each case.

2.2.1. Common Packet Header Fields

All Transaction Layer Packet (TLP) headers contain the following fields (see Figure 2-4):
U Fmt[1:0] — Format of TLP (see Table 2-2) — bits 6:5 of byte 0
O Type[4:0] — Type of TLP — bits 4:0 of byte 0

The Fmt and Type fields provide the information required to determine the size of the remaining
part of the header, and if the packet contains a data payload following the header. The Fmt, Type,
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TD, and Length fields contain all information necessary to determine the overall size of the TLP
itself. The Type field, in addition to defining the type of the TLP also determines how the TLP is
routed by a Switch. Different types of TLPs are discussed in more detail in the following sections.

U Permitted Fmt[1:0] and Type[4:0] field values are shown in Table 2-3.
e All other encodings are reserved.

U TCJ2:0] — Traffic Class (see Section 2.4.2) — bits [6:4] of byte 1

O Attr[1:0] — Attributes (see Section 2.2.6.3) — bits [5:4] of byte 2

U

TD — 1b indicates presence of TLP digest in the form of a single DW at the end of the TLP (see
Section 2.2.3) — bit 7 of byte 2

EP — indicates the TLP is poisoned (see Section 2.7) — bit 6 of byte 2

(M

Length[9:0] — Length of data payload in DW (see Table 2-4) — bits 1:0 of byte 2 concatenated
with bits 7:0 of byte 3

e TLP data must be 4-byte naturally aligned and in increments of 4-byte Double Words (DW).

e Reserved for TLPs that do not contain or refer to data payloads, including Cpl, CplLk, and
Messages (except as specified)

+0 +1 +2 +3
7 6|5 4|3|2|1|o 7 6|5|4 3|2|1|0 76 5|4 3|2 1|o 7|6|5|4|3|2|1|0
Byte0> [R|Fmt| Type [R| TC R 55| Atr | AT Length

OM14540A

Figure 2-4: Fields Present in All TLPs

Table 2-2: Fmt[1:0] Field Values

Fmt[1:0] Corresponding TLP Format
00b 3 DW header, no data
01b 4 DW header, no data
10b 3 DW header, with data
11b 4 DW header, with data
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Table 2-3: Fmt[1:0] and Type[4:0] Field Encodings

TLP Type Fmt Type Description
[1:0]2 [4:0]
(b) (b)
MRd 00 0 0000 Memory Read Request
01
MRdLk 00 0 0001 Memory Read Request-Locked
01
MWr 10 0 0000 Memory Write Request
11
IORd 00 00010 I/O Read Request
IOWr 10 00010 I/0 Write Request
CfgRdO 00 00100 Configuration Read Type 0
CfgWr0 10 00100 Configuration Write Type 0
CfgRd1 00 00101 Configuration Read Type 1
CfgWr1 10 00101 Configuration Write Type 1
TCfgRd 00 11011 Deprecated TLP Type3
TCfgWr 10 11011 Deprecated TLP Type3
Msg 01 1 Orarqrg Message Request — The sub-field r[2:0]
specifies the Message routing mechanism
(see Table 2-12).
MsgD 11 1 0rarqrg Message Request with data payload — The
sub-field r[2:0] specifies the Message
routing mechanism (see Table 2-12).
Cpl 00 01010 Completion without Data — Used for I/O and
Configuration Write Completions and Read
Completions (I/0O, Configuration, or
Memory) with Completion Status other than
Successful Completion.
CplID 10 01010 Completion with Data — Used for Memory,
I/0, and Configuration Read Completions.
CplLk 00 01011 Completion for Locked Memory Read
without Data — Used only in error case.
CpIDLk 10 01011 Completion for Locked Memory Read —
otherwise like CpID.
All encodings not shown above are
Reserved.

2 Requests with two Fmt[1:0] values shown can use either 32 bits (the first value) or 64 bits (the second value)

Addressing Packet formats.

3 Deprecated TLP Types: previously used for TCS, which is no longer supported by this specification. If a Receiver
does not implement TCS, the Receiver must treat such Requests as Malformed Packets.
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Table 2-4: Length[9:0] Field Encoding

Length[9:0] Corresponding TLP Data Payload Size
00 0000 0001b 1 DW
00 0000 0010b 2DW

111111 1111b 1023 DW
00 0000 0000b 1024 DW

2.2.2. TLPs with Data Payloads - Rules

O Length is specified as an integral number of DW
O Length[9:0] is reserved for all Messages except those which explicitly refer to a Data Length
e Refer to the Message Code tables in Section 2.2.8.

O The Transmitter of a TLP with a data payload must not allow the data payload length as given
by the TLP’s Length [ ] field to exceed the length specified by the value in the
Max_Payload_Size field of the Transmitter’s Device Control register taken as an integral number
of DW (see Section 7.8.4).

e For an Upstream Port associated with a multi-Function device whose Max_Payload_Size
settings are identical across all Functions, a transmitted TLP’s data payload must not exceed
the common Max_Payload_Size setting.

e For an Upstream Port associated with a multi-Function device whose Max_Payload_Size
settings are not identical across all Functions, a transmitted TLP’s data payload must not
exceed a Max_Payload_Size setting whose determination is implementation specific.

¢ Transmitter implementations are encouraged to use the Max_Payload_Size setting from
the Function that generated the transaction, or else the smallest Max_Payload_Size
setting across all Functions.

4 Software should not set the Max_Payload_Size in different Functions to different values
unless software is aware of the specific implementation.

e Note: Max_Payload_Size applies only to TLPs with data payloads; Memory Read Requests
are not restricted in length by Max_Payload_Size. The size of the Memory Read Request is
controlled by the Length field

O The size of the data payload of a Received TLP as given by the TLP’s Length [ ] field must not
exceed the length specified by the value in the Max_Payload_Size field of the Receiver’s Device
Control register taken as an integral number of DW (see Section 7.8.4).

e Receivers must check for violations of this rule. If a Receiver determines that a TLP violates
this rule, the TLP is a Malformed TLP

4 This is a reported error associated with the Receiving Port (see Section 6.2)
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e For an Upstream Port associated with a multi-Function device whose Max_Payload_Size
settings are identical across all Functions, the Receiver is required to check the TLP’s data
payload size against the common Max_Payload_Size setting.

e For an Upstream Port associated with a multi-Function device whose Max_Payload_Size
settings are not identical across all Functions, the Receiver is required to check the TLP’s
data payload against a Max_Payload_Size setting whose determination is implementation
specific.

4 Receiver implementations are encouraged to use the Max_Payload_Size setting from the
Function targeted by the transaction, or else the largest Max_Payload_Size setting across
all Functions.

¢ Software should not set the Max_Payload_Size in different Functions to different values
unless software is aware of the specific implementation.

O For TLPs, that include data, the value in the Length field and the actual amount of data included
in the TLP must match.

e Receivers must check for violations of this rule. If a Receiver determines that a TLP violates
this rule, the TLP is a Malformed TLP

4 This is a reported error associated with the Receiving Port (see Section 6.2)
U The value in the Length field applies only to data — the TLP Digest is not included in the Length

0 When a data payload is included in a TLP, the first byte of data following the header
corresponds to the byte address closest to zero and the succeeding bytes are in increasing byte
address sequence.

e Example: For a 16-byte write to location 100h, the first byte following the header would be
the byte to be written to location 100h, and the second byte would be written to location
101h, and so on, with the final byte written to location 10Fh.

@ IMPLEMENTATION NOTE

Maintaining Alignment in Data Payloads

Section 2.3.1.1 discusses rules for forming Read Completions respecting certain natural address
boundaries. Memory Write performance can be significantly improved by respecting similar address
boundaries in the formation of the Write Request. Specifically, forming Write Requests such that
natural address boundaries of 64 or 128 bytes are respected will help to improve system
performance.
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2.2.3. TLP Digest Rules

U For any TLP, a value of 1b in the TD field indicates the presence of the TLP Digest field
including an ECRC value at the end of the TLP

e A TLP where the TD field value does not correspond with the observed size (accounting for

the data payload, if present) is a Malformed TLP

4 This is a reported error associated with the Receiving Port (see Section 6.2)

U If an intermediate or ultimate PCI Express Receiver of the TLP does not support ECRC
checking, the Receiver must ignore the TLP Digest

e If the Receiver of the TLP supports ECRC checking, the Receiver interprets the value in the

TLP Digest field as an ECRC value, according to the rules in Section 2.7.1

2.2.4. Routing and Addressing Rules

There are three principal mechanisms for TLP routing: address, ID, and implicit. This section
defines the rules for the address and ID routing mechanisms. Implicit routing is used only with
Message Requests, and is covered in Section 2.2.8.

2.2.4.1. Address Based Routing Rules

O Address routing is used with Memory and 1/O Requests.

O Two address formats are specified, a 64-bit format used with a 4 DW header (see Figure 2-5)
and a 32-bit format used with a 3 DW header (see Figure 2-6).

Byte 0 >
Byte 4 >
Byte 8 >

Byte 12 >
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+0 +1 +2 +3
7 6|5 4|3|2|1|0 7 6|5|4 3|2|1|0 7|6 5|4 3|2 1|0 7|6|5|4|3|2|1|0
RIFM Type |R| TC R |D|E|Atr | AT Length
{Fields in bytes 4 through 7 depend on type of Request}
Address[63:32]
Address[31:2] R
OM14544A

Figure 2-5: 64-bit Address Routing
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+0 +1 +2 +3
7 6|5 4|3|2|1|0 7 6|5|4 3|2|1|0 7|6 5|4 3|2 1|O 7|6|5|4|3|2|1|0
Byte 0> |R Emé Type |R| TC R B E Attr | AT Length
Byte 4 > {Fields in bytes 4 through 7 depend on type of Request}
Byte 8 > Address[31:2] R

OM14543A

Figure 2-6: 32-bit Address Routing

O For Memory Read Requests and Memory Write Requests, the Address Type (AT) field is
encoded as shown in Table 2-5, with full descriptions contained in the Address Translation Services
Specification, Revision 1.0. For all other Requests, the AT field is reserved.

Table 2-5: Address Type (AT) Field Encodings

AT Coding
(b) Description
00 Default/Untranslated
01 Translation Request
10 Translated
11 reserved

O Address mapping to the TLP header is shown in Table 2-6.

Table 2-6: Address Field Mapping

Address Bits 32-bit Addressing 64-bit Addressing
63:56 Not Applicable Bits 7:0 of Byte 8

55:47 Not Applicable Bits 7:0 of Byte 9

47:40 Not Applicable Bits 7:0 of Byte 10
39:32 Not Applicable Bits 7:0 of Byte 11
31:24 Bits 7:0 of Byte 8 Bits 7:0 of Byte 12
23:16 Bits 7:0 of Byte 9 Bits 7:0 of Byte 13
15:8 Bits 7:0 of Byte 10 Bits 7:0 of Byte 14
7:2 Bits 7:2 of Byte 11 Bits 7:2 of Byte 15

5 @ Memory Read Requests and Memory Write Requests can use either format.

e For Addresses below 4 GB, Requesters must use the 32-bit format. The behavior of the
receiver is not specified if a 64-bit format request addressing below 4 GB (i.e., with the
upper 32 bits of address all 0) is received.

O I/O Read Requests and I/O Write Requests use the 32-bit format.

10 @ All agents must decode all address bits in the header - address aliasing is not allowed.
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@ IMPLEMENTATION NOTE

Prevention of Address Aliasing

For correct software operation, full address decoding is required even in systems where it may be
known to the system hardware architect/designer that fewer than 64 bits of address are actually
meaningful in the system.

2.2.4.2. ID Based Routing Rules

U ID routing is used with Configuration Requests, optionally with Vendor_Defined Messages (see
Section 2.2.8.6), and with Completions

O ID routing uses the Bus, Device, and Function Numbers to specify the destination for the TLP

e Bus, Device, and Function Number to TLP header mapping is shown in Table 2-7

O Two ID routing formats are specified, one used with a 4 DW header (see Figure 2-7) and one
used with a 3 DW header (see Figure 2-8).

e Header field locations are the same for both formats, and are given in Table 2-7

Table 2-7: Header Field Locations for ID Routing

Field

Header Location

Bus Number[7:0]

Bits 7:0 of Byte 8

Device Number{4:0]

Bits 7:3 of Byte 9

Function Number[2:0]

Bits 2:0 of Byte 9

Byte 0 >
Byte 4 >
Byte 8 >

Byte 12 >
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+0 +1 +2

~

6|5 4|3|2|1|0 7 6|5|4

3|2|1|O 7|6 5|4 3|2 1|0

+3

7/6]54]3|2]1]0

RIFM  Type |R| TC

T|E
R Dlp Attr | AT

Length

{Fields in bytes 4 through 7 depend on type of TLP}

Device
Number

Bus Number

Function
Number

{Fields in bytes 10 and 11 depend on TLP type}

{Fields in bytes 12 through 15 depend on type of TLP}

Figure 2-7: ID Routing with 4 DW Header
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+0 +1 +2 +3
76|5 4|3|2|1|076|5|4 3|2|1|0765|4 3|2 1|0 7|6|5|4|3|2|1|0
Byte 0> |RIFMEL Type |R| TC R |D|E|Atr| AT Length
Byte 4 > {Fields in bytes 4 through 7 depend on type of TLP}
Byte 8 > Bus Number ’\?ue%iggr Il:\llijnn(‘;ttl)g? {Fields in bytes 10 and 11 depend on TLP type}

OM14541A

Figure 2-8: ID Routing with 3 DW Header

2.2.5. First/Last DW Byte Enables Rules

Byte Enables are included with Memory, I/O, and Configuration Requests. This section defines the
corresponding rules. Byte Enables, when present in the Request header, are located in byte 7 of the
header (see Figure 2-9).

+0 +1 +2 +3
7 6|5 4|3|2|1|O 7 6|5|4 3|2|1|0 7|6 5|4 3|2 1|0 7|6|5|4|3|2|1|0

Byte 0> |R )Em; Type R| TC R B E Attr | AT Length
Byte 4 > {Fields in bytes 4 through 6 depend on type of Request} Laséé)w 1SEEW

OM14545A

Figure 2-9: Location of Byte Enables in TLP Header

O The 1"DW BE|[3:0] field contains Byte Enables for the first (or only) DW referenced by a
5 Request.

e If the Length field for a Request indicates a length of greater than 1 DW, this field must not
equal 0000b.

O The Last DW BE[3:0] field contains Byte Enables for the last DW of a Request.
e If the Length field for a Request indicates a length of 1 DW, this field must equal 0000b.

10 e If the Length field for a Request indicates a length of greater than 1 DW, this field must not
equal 0000b.

O For each bit of the Byte Enables fields:

e avalue of Ob indicates that the corresponding byte of data must not be written or, if non-
prefetchable, must not be read at the Completer.

15 e avalue of 1b indicates that the corresponding byte of data must be written or read at the
Completer.

U Non-contiguous Byte Enables (enabled bytes separated by non-enabled bytes) are permitted in
the 1st DW BE field for all Requests with length of 1 DW.

e Non-contiguous Byte Enable examples: 1010b, 0101b, 1001b, 1011b, 1101b
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Non-contiguous Byte Enables are permitted in both Byte Enables fields for QW aligned
Memory Requests with length of 2 DW (1 QW).

All non-QW aligned Memory Requests with length of 2 DW (1 QW) and Memory Requests with
length of 3 DW or more must enable only bytes that are contiguous with the data between the
first and last DW of the Request.

e Contiguous Byte Enables examples:
1st DW BE: 1100b, Last DW BE: 0011b
1st DW BE: 1000b, Last DW BE: 0111b

Table 2-8 shows the correspondence between the bits of the Byte Enables fields, their location
in the Request header, and the corresponding bytes of the referenced data.

Table 2-8: Byte Enables Location and Correspondence

Byte Enables Header Location Affected Data Byte4
1st DW BE[0] Bit O of Byte 7 Byte O

1st DW BE[1] Bit 1 of Byte 7 Byte 1

1st DW BE[2] Bit 2 of Byte 7 Byte 2

1st DW BE[3] Bit 3 of Byte 7 Byte 3

Last DW BE[0] Bit 4 of Byte 7 Byte N-4

Last DW BE[1] Bit 5 of Byte 7 Byte N-3

Last DW BE[2] Bit 6 of Byte 7 Byte N-2

Last DW BE[3] Bit 7 of Byte 7 Byte N-1

O A Write Request with a length of 1 DW with no bytes enabled is permitted, and has no effect at
the Completer.

QO If a Read Request of 1 DW specifies that no bytes ate enabled to be read (1st DW BE[3:0] field
= 0000b), the corresponding Completion must specify a Length of 1 DW, and include a data
payload of 1 DW

e The contents of the data payload within the Completion packet is unspecified and may be
any value

O Receiver/Completer behavior is undefined for a TLP violating the Byte Enables rules specified
in this section.

U Receivers may optionally check for violations of the Byte Enables rules specified in this section.
If a Receiver implementing such checks determines that a TLP violates one or more Byte
Enables rules, the TLP is a Malformed TLP

e If Byte Enables rules are checked, a violation is a reported error associated with the
Receiving Port (see Section 6.2)

4 Assuming the data referenced is N bytes in length (Byte 0 to Byte N-1). Note that last DW Byte Enables are used
only if the data length is greater than one DW.
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@ IMPLEMENTATION NOTE

Zero-Length Read

A Memory Read Request of 1 DW with no bytes enabled, or “zero-length Read,” may be used by
devices as a type of flush Request. For a Requester, the flush semantic allows a device to ensure that
previously issued Posted Writes have been completed at their PCI Express destination. To be
effective in all cases, the address for the zero-length Read must target the same device as the Posted
Writes that are being flushed. One recommended approach is using the same address as one of the
Posted Writes being flushed.

The flush semantic has wide application, and all Completers must implement the functionality
associated with this semantic. Because a Requester may use the flush semantic without
comprehending the characteristics of the Completer, Completers must ensure that zero-length reads
do not have side-effects. This is really just a specific case of the rule that in a non-prefetchable
space, non-enabled bytes must not be read at the Completer. Note that the flush applies only to
traffic in the same Traffic Class as the zero-length Read.

2.2.6. Transaction Descriptor

2.2.6.1. Overview

The Transaction Descriptor is a mechanism for carrying Transaction information between the
Requester and the Completer. Transaction Descriptors are composed of three fields:

W Transaction ID — identifies outstanding Transactions
O Attributes field — specifies characteristics of the Transaction
O Traffic Class (TC) field — associates Transaction with type of required service

Figure 2-10 shows the fields of the Transaction Descriptor. Note that these fields are shown
together to highlight their relationship as parts of a single logical entity. The fields are not
contiguous in the packet header.

Transaction ID

N

15:0 7:0 1:0 2:0
Requester ID Tag Attributes  Traffic
Class

OM13757

Figure 2-10: Transaction Descriptor
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2.2.6.2. Transaction Descriptor — Transaction ID Field

The Transaction ID field consists of two major sub-fields: Requester ID and Tag as shown in
Figure 2-11.

Requester ID

— A 0
7:0 4:0 2:0 7:0
Bus Number Device Function
Number Number

OM13758

Figure 2-11: Transaction ID

O Tag[7:0] is a 8-bit field generated by each Requestor, and it must be unique for all outstanding
Requests that require a Completion for that Requester

5 e By default, the maximum number of outstanding Requests per Function shall be limited to
32, and only the lower 5 bits of the Tag field are used with the remaining upper 3 bits
required to be 000b

e If the Extended Tag Field Enable bit (see Section 7.8.4) is set, the maximum is increased to
256, and the entire Tag field is used

10 e Receiver/Completer behavior is undefined if multiple Requests are issued non-unique Tag
values

e If Phantom Function Numbers are used to extend the number of outstanding requests, the
combination of the Phantom Function Number and the Tag field must be unique for all
outstanding Requests that require a Completion for that Requester.

15 For Requests that do not requitre a Completion (Posted Requests), the value in the Tag[7:0] field
is undefined and may contain any value. (Refer to Section 2.2.8.6 for exceptions to this rule for
certain Vendor_Defined Messages.)

e TFor Posted Requests, the value in the Tag[7:0] field must not affect Receiver processing of
the Request

20 [ Requester ID and Tag combined form a global identifier, i.e., Transaction ID for each
Transaction within a Hierarchy.

U

Transaction ID is included with all Requests and Completions.

U

The Requester ID is a 16-bit value that is unique for every PCI Express Function within a
Hierarchy.
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Functions must capture the Bus and Device Numbers supplied with all Type 0 Configuration
Write Requests completed by the Function and supply these numbers in the Bus and Device
Number fields of the Requester ID for all Requests initiated by the Device/Function.

Exception: The assignment of Bus and Device Numbers to the Devices within a Root Complex,
and Device Numbers to the Downstream Ports within a Switch, may be done in an
implementation specific way.

Note that the Bus Number and Device Number may be changed at run time, and so it is
necessary to re-capture this information with each and every Configuration Write Request.

When generating Requests on their own behalf (for example, for error reporting), Switches must
use the Requester ID associated with the primary side of the bridge logically associated with the
Port (see Section 7.1) causing the Request generation.

Prior to the initial Configuration Write to a Function, the Function is not permitted to initiate
Non-Posted Requests (A valid Requester ID is required to properly route the resulting
completions).

e Exception: Functions within a Root Complex are permitted to initiate Requests prior to
software-initiated configuration for accesses to system boot device(s).

Note that this rule and the exception are consistent with the existing PCI model for system
initialization and configuration.

Each Function associated with a Device must be designed to respond to a unique Function
Number for Configuration Requests addressing that Device.
Note: Fach Device may contain up to eight Functions.

A Switch must forward Requests without modifying the Transaction ID

In some circumstances, a PCI Express to PCI/PCI-X Bridge is required to generate Transaction
IDs for requests it forwards from a PCI or PCI-X bus.

@ IMPLEMENTATION NOTE

Increasing the Number of Outstanding Requests

To increase the maximum possible number of outstanding Requests requiring Completion beyond
250, a device may, if the Phantom Functions Enable bit is set (see Section 7.8.4), use Function
Numbers not assigned to implemented Functions to logically extend the Tag identifier. For a single-
Function device, this can allow up to an 8-fold increase in the maximum number of outstanding
Requests.

Unclaimed Function Numbers are referred to as Phantom Function Numbers (PFN).
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2.2.6.3. Transaction Descriptor — Attributes Field

The Attributes field is used to provide additional information that allows modification of the default
handling of Transactions. These modifications apply to different aspects of handling the
Transactions within the system, such as:

O Ordering
O Hardware coherency management (snoop)

Note that attributes are hints that allow for optimizations in the handling of traffic. Level of
supportt is dependent on target applications of particular PCI Express peripherals and platform
building blocks. Refer to PCI-X 2.0 for additional details regarding these attributes.

Attr[1:0]

N

b

Relaxed No
Ordering Snoop
OM13759A

Figure 2-12: Attributes Field of Transaction Descriptor

2.2.6.4. Relaxed Ordering Attribute

Table 2-9 defines the states of the Relaxed Ordering attribute field. This attribute is discussed in
Section 2.4.

Table 2-9: Ordering Attributes

Ordering
Attribute | Ordering Type Ordering Model
(b)
0 Default Ordering PCI Strongly Ordered Model
1 Relaxed Ordering PCI-X Relaxed Ordering Model

This attribute is not applicable and must be set to Ob for Configuration Requests, I/O Requests,
Memory Requests that are Message Signaled Interrupts, and Message Requests (except where
specifically permitted).
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2.2.6.5. No Snoop Attribute

Table 2-10 defines the states of the No Snoop attribute field. Note that the No Snoop attribute
does not alter Transaction ordering,.

Table 2-10: Cache Coherency Management Attribute

No Snoop Attribute Cache Coherency Coherency Model
(b) Management Type
0 Default Hardware enforced cache coherency
expected
1 No Snoop Hardware enforced cache coherency
not expected

This attribute is not applicable and must be set to Ob for Configuration Requests, I/O Requests,
Memory Requests that are Message Signaled Interrupts, and Message Requests (except where
5 specifically permitted).

2.2.6.6. Transaction Descriptor — Traffic Class Field

The Traffic Class (TC) is a 3-bit field that allows differentiation of transactions into eight traffic
classes.

Together with the PCI Express Virtual Channel support, the TC mechanism is a fundamental

element for enabling differentiated traffic servicing. Every PCI Express Transaction Layer Packet
10 uses TC information as an invariant label that is carried end to end within the PCI Express fabric.

As the packet traverses across the fabric, this information is used at every Link and within each

Switch element to make decisions with regards to proper servicing of the traffic. A key aspect of

servicing is the routing of the packets based on their TC labels through corresponding Virtual
Channels. Section 2.5 covers the details of the VC mechanism.

15 Table 2-11 defines the TC encodings.

Table 2-11: Definition of TC Field Encodings

TC Field Value Definition
(b)
000 TCO: Best Effort service class (General Purpose 1/0)
(Default TC — must be supported by every PCI Express device)
001 —-111 TCA1-TC7: Differentiated service classes
(Differentiation based on Weighted-Round-Robin and/or Priority)

It is up to the system software to determine TC labeling and TC/VC mapping in order to provide

differentiated services that meet target platform requirements.
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The concept of Traffic Class applies only within the PCI Express interconnect fabric. Specific
requirements of how PCI Express TC service policies are translated into policies on non-PCI
Express interconnects is outside of the scope of this specification.

2.2.7. Memory, I/O, and Configuration Request Rules
The following rule applies to all Memory, I/O, and Configuration Requests. Additional rules
5  specific to each type of Request follow.

O All Memory, I/0, and Configuration Requests include the following fields in addition to the
common header fields:

e Requester ID[15:0] and Tag[7:0], forming the Transaction ID
e Last DW BE[3:0] and 1st DW BE[3:0]
10 For Memory Requests, the following rules apply:

O Memory Requests route by address, using either 64-bit or 32-bit Addressing (see Figure 2-13 and
Figure 2-14)

O For Memory Read Requests, Length must not exceed the value specified by
Max_Read_Request_Size (see Section 7.8.4)

15 Requests must not specify an Address/Length combination which causes a Memory Space
access to cross a 4-KB boundary.

e Receivers may optionally check for violations of this rule. If a Receiver implementing this
check determines that a TLP violates this rule, the TLP is a Malformed TLP

¢ If checked, this is a reported error associated with the Receiving Port (see Section 6.2)

+0 +1 +2 +3
76|5 4|3|21|076|5|43210765|4 3|21|0 7|6|5 4|3|2|1|O
Byte 0 > |R )'(: m% Type R| TC Reserved B E Attr | AT Length
Byte 4 > Requester ID Tag Lathé:) w 1séEW
Byte 8 > Address[63:32]
Byte 12 > Address[31:2] R
OM13764A

Figure 2-13: Request Header Format for 64-bit Addressing of Memory
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+0 +1 +2 +3
76|5 4|3|21|076|5|4321 0765|4 3|21|O 7|6|5 4|3|2|1|0
Byte0 > |R )'(: m(t) Type R TC Reserved E E Attr | AT Length
Byte 4 > Requester ID Tag La%tlg)w 1SEEW
Byte 8 > Address[31:2] R

OM13763A

Figure 2-14: Request Header Format for 32-bit Addressing of Memory

@ IMPLEMENTATION NOTE

Generation of 64-bit Addresses

It is strongly recommended that PCI Express Endpoints be capable of generating the full range of
64-bit addresses. However, if a PCI Express Endpoint supports a smaller address range, and is
unable to reach the full address range required by a given platform environment, the corresponding
Device Driver must ensure that all Memory Transaction target buffers fall within the address range
supported by the Endpoint. The exact means of ensuring this is platform and operating system
specific, and beyond the scope of this specification.

For I/O Requests, the following rules apply:
O I/0 Requests route by address, using 32-bit Addressing (see Figure 2-15)
O I/0 Requests have the following restrictions:

e TC|2:0] must be 000b

e Attr[1:0] must be 00b

e ATJ[1:0] must be 00b

e Length[9:0] must be 00 0000 0001b

e Last DW BE|[3:0] must be 0000b

Receivers may optionally check for violations of these rules. If a Receiver implementing these
checks determines that a TLP violates these rules, the TLP is a Malformed TLP.

+0 +1 +2 +3
7 6|5 4|3|2|1|o 7 6|5|4 3|2|1|0 7 5|4 3|2 1|0 7|6|5|4|3|2|1|0

[e]

Fmt TC T|E| Attr | AT Length
ByteO>|R| o] Tpe |Rjg g g|Reserved|pip00[00/0 00000000 1
Byte 4 > Requester ID Tag baSBDVg Bg 1SEEW
Byte 8 > Address[31:2] R

OM13765A

Figure 2-15: Request Header Format for I/O Transactions
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For Configuration Requests, the following rules apply:

O Configuration Requests route by ID, and use a 3 DW header

U In addition to the header fields included in all Memoty, 1/O, and Configuration Requests and
the ID routing fields, Configuration Requests contain the following additional fields (see
Figure 2-16)

Register Number|[5:0]
Extended Register Number[3:0]

O Configuration Requests have the following restrictions:

TCJ[2:0] must be 000b

Attr[1:0] must be 00b

AT[1:0] must be 00b

Length[9:0] must be 00 0000 0001b
Last DW BE[3:0] must be 0000b

Receivers may optionally check for violations of these rules. If a Receiver implementing these
checks determines that a TLP violates these rules, the TLP is a Malformed TLP.

+0 +1 +2 +3
7 6|5 4|3|2|1|o 7 6|5|4 3|2|1|o 7|6 5|4 3|2 1|o 7|6|5|4|3|2|1|0
Byte 0> |R|F™ | Type  |R| 15 o|Reserved | 51518160 0 0 0630 0 0 1
Byte 4 > Requester ID Tag I(_)asBDV(\)I Bg 1SEEW
opons | owsrumoer | oiee [ pmws | S | fodee | -
OM13766A

Figure 2-16: Request Header Format for Configuration Transactions

Message Signaled Interrupt (MSI/MSI-X) mechanisms use Memory Write Requests to represent
interrupt Messages (see Section 6.1.4). The Request format used for MSI/MSI-X transactions is
identical to the Memory Write Request format defined above, and MSI/MSI-X Requests are
indistinguishable from memory writes with regard to ordering, Flow Control, and data integrity.
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2.2.8. Message Request Rules

This document defines the following groups of Messages:
INTx Interrupt Signaling

Power Management

Error Signaling

Locked Transaction Support

Slot Power Limit Support

U000 D0O0

Vendor-Defined Messages

The following rules apply to all Message Requests. Additional rules specific to each type of Message
follow.

O All Message Requests include the following fields in addition to the common header fields (see
Figure 2-17):

e Requester ID[15:0] and Tag[7:0], forming the Transaction ID.
e Message Code[7:0] — Specifies the particular Message embodied in the Request.

U

All Message Requests use the Msg Type field encoding, except for the Vendor_Defined
Messages, which can use either Msg or MsgD), and the Set_Slot_Power_Limit Message, which
uses MsgD.

The Message Code field must be fully decoded (Message aliasing is not permitted).
Except as noted, the Attr[1:0] field is reserved.

AT[1:0] must be 00b.

Except as noted, bytes 8 through 15 are reserved.

Message Requests are posted and do not require Completion.

U000 D0O0

Message Requests follow the same ordering rules as Memory Write Requests.

+0 +1 +2 +3
7 6|5 4|3|2|1|0 7 6|5|4 3|2|1|0 7|6 5|4 3|2 1|0 7|6|5|4|3|2|1|0
Fmt T|E| Attr | AT
Byte 0 > |R X 1 Type R| TC |Reserved plplo olo o Length
Byte 4 > Requester ID Tag Message Code
Byte 8 >
{Except as noted, bytes 8 through 15 are reserved.}

Byte 12 >

OM14539B

Figure 2-17: Message Request Header
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In addition to address and ID routing, Messages support several other routing mechanisms. These
mechanisms are referred to as “implicit” because no address or ID specifies the destination, but
rather the destination is implied by the routing type. The following rules cover Message routing
mechanisms:

O Message routing is determined using the £[2:0] sub-field of the Type field
e Message Routing r[2:0] values are defined in Table 2-12

e Permitted values are defined in the following sections for each Message

Table 2-12: Message Routing

r[2:0] Description Bytes 8 Through 15°

(b)
000 Routed to Root Complex Reserved
001 Routed by Address® Address
010 Routed by ID See Section 2.2.4
011 Broadcast from Root Complex Reserved
100 Local - Terminate at Receiver Reserved
101 Gathered and routed to Root Complex’ Reserved

110-111 Reserved - Terminate at Receiver Reserved

2.2.8.1. INTx Interrupt Signaling - Rules

A Message Signaled Interrupt (MSI or MSI-X) is the preferred interrupt signaling mechanism in PCI
Express (see Section 6.1). However, in some systems, there may be Functions that cannot support
the MSI or MSI-X mechanisms. The INTx virtual wire interrupt signaling mechanism is used to
support Legacy Endpoints and PCI Express/PCI(-X) Bridges in cases where the MSI or MSI-X
mechanisms cannot be used. Switches must support this mechanism. The following rules apply to
the INTx interrupt signaling mechanism:

O The INTx mechanism uses eight distinct Messages (see Table 2-13)

O Assert INTx/Deassert INTx Messages do not include a data payload (TLP Type is Msg).
O The Length field is reserved.

O Assert INTx/Deassert INTx Messages are only issued by Upstream Ports

e Receivers may optionally check for violations of this rule. If a Receiver implementing this
check determines that an Assert INTx/Deassert_INTx violates this rule, it must handle the
TLP as a Malformed TLP.

4 This is a reported error associated with the Receiving Port (see Section 6.2)

5 Except as noted, e.g., Vendor_Defined Messages.
6 Note that no Messages defined in this document use Address routing.

7 This routing type is used only for PME_TO_Ack, and is described in Section 5.3.3.2.1.
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O Assert INTx and Deassert INTx interrupt Messages must use the default Traffic Class
designator (TCO). Receivers must check for violations of this rule. If a Receiver determines that
a TLP violates this rule, it must handle the TLP as a Malformed TLP.

e This is a reported error associated with the Receiving Port (see Section 6.2)

Table 2-13: INTx Mechanism Messages

Name Code[7:0] | Routing Support8 Req | Description/Comments
(b) r[(2b:)0] R|E|s |B| P°
Clp |w/|r
Assert INTA 0010 0000 | 100 All; BD [ Assert INTA virtual wire
r | |tr | Note: These Messages
As Required: are use_d for PCI 3.0
compatible INTx
t t emulation.
Assert INTB 0010 0001 | 100 All; BD | Assert INTB virtual wire
r | |tr |
As Required:
HE
Assert INTC 0010 0010 | 100 All; BD | Assert INTC virtual wire
r | |tr |
As Required:
[t ]t
Assert_INTD 0010 0011 | 100 All: BD | Assert INTD virtual wire
r | |tr |
As Required:
[t ]t

8 Abbreviations:

RC = Root Complex

Sw = Switch (only used with “Link” routing)

Ep = Endpoint

Br = PCI Express (primary) to PCI/PCI-X (secondary) Bridge
r = Supports as Receiver

t = Supports as Transmitter

Note that Switches must support passing Messages on all legal routing paths. Only Messages specifying Local
(0100b) routing or a reserved field value are terminated locally at the Receiving Port on a Switch.

9 The Requester ID includes sub-fields for Bus Number, Device Number, and Function Number. Some Messages
are not associated with specific Functions in a component, and for such Messages this field is Reserved; this is
shown in this column using a code. Some messages can be used in more than one context and, therefore, more
than one code may be listed. The codes in this column are:

BD = Bus Number and Device Number included; Function Number is Reserved
BDF = Bus Number, Device Number, and Function Number are included
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Name Code[7:0] | Routing Support Req | Description/Comments
(b) 201 [ Te [slB ID
(b) Clp |w]|r
Deassert_INTA 0010 0100 | 100 All; BD | De-assert INTA virtual
r | |tr | wire
As Required:
HE
Deassert_INTB 0010 0101 | 100 All; BD | De-assert INTB virtual
r | | tr | wire
As Required:
[t ¢
Deassert INTC 0010 0110 | 100 All: BD | De-assert INTC virtual
r | | tr | wire
As Required:
L
Deassert_INTD 0010 0111 | 100 All; BD | De-assert INTD virtual
r | | tr | wire
As Required:
[t ]t

The Assert_INTx/Deassert INTx Message pairs constitute four “virtual wites” for each of the

legacy PCI interrupts designated A, B, C, and D. The following rules describe the operation of these

virtual wires:

O The components at both ends of each Link must track the logical state of the four virtual wires
5 using the Assert/Deassert Messages to represent the active and inactive transitions (respectively)

of each corresponding virtual wire.

e An Assert_INTx represents the active going transition of the INTx (x = A, B, C, or D)

virtual wire

e A Deassert INTx represents the inactive going transition of the INTx (x = A, B, C, or D)

10 virtual wire

O When the local logical state of an INTx virtual wire changes at an Upstream Pott, the Port must
communicate this change in state to the Downstream Port on the other side of the same Link

using the appropriate Assert_ INTx or Deassert_INTx Message

Note: Duplicate Assert_INTx/Deassert INTx Messages have no effect, but are not errors.

15 @ INTXx Interrupt Signaling is disabled when the Interrupt Disable bit of the Command register
(see Section 7.5.1.1) is set to 1b.

e Any INTx virtual wires that are active when the Interrupt Disable bit is set must be
deasserted by transmitting the appropriate Deassert_INTx Message(s)
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O Virtual and actual PCI to PCI Bridges must map the virtual wires tracked on the secondary side

of the Bridge according to the Device Number of the device on the secondary side of the
Bridge, as shown in Table 2-14

U Switches must track the state of the four virtual wires independently for each Downstream Port,
and present a “collapsed” set of virtual wires on its Upstream Port

O If a Downstream Port goes to DL._Down status, the INTx virtual wires associated with that
Port must be deasserted, and the Upstream Port virtual wire state updated accordingly.

e If this results in de-assertion of any Upstream INTx virtual wires, the appropriate

Deassert_INTx Message(s) must be sent by the Upstream Port.

O The Root Complex must track the state of the four INTx virtual wires independently for each of

its Downstream Ports, and map these virtual signals to system interrupt resources.

e Details of this mapping are system implementation specific.

O If a Downstream Port of the Root Complex goes to DI._Down status, the INTx virtual wites
associated with that Port must be deasserted, and any associated system interrupt resource

request(s) must be discarded.

Table 2-14: Bridge Mapping for INTx Virtual Wires

Device Number for Device
on Secondary Side of
Bridge (Interrupt Source)

INTX Virtual Wire on
Secondary Side of Bridge

Mapping to INTx Virtual
Wire on Primary Side of

Bridge

INTA INTA
0,4,8,12,16,20,24,28 INTB INTB
INTC INTC
INTD INTD
INTA INTB
1,5,9,13,17,21,25,29 INTB INTC
INTC INTD
INTD INTA
INTA INTC
2,6,10,14,18,22,26,30 INTB INTD
INTC INTA
INTD INTB
INTA INTD
3,7,11,15,19,23,27,31 INTB INTA
INTC INTB
INTD INTC

Note that the Requester ID of an Assert_INTx/Deassert_INTx Message will correspond to the

Transmitter of the Message on that Link, and not necessarily to the original source of the interrupt.
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@ IMPLEMENTATION NOTE

System Interrupt Mapping

Note that system software (including BIOS and operating system) needs to comprehend the
remapping of legacy interrupts (INTx mechanism) in the entire topology of the system (including
hierarchically connected Switches and subordinate PCI Express/PCI Bridges) to establish proper
correlation between PCI Express device interrupt and associated interrupt resources in the system
interrupt controller. The remapping described by Table 2-14 is applied hierarchically at every
Switch. In addition, PCI Express/PCI and PCI/PCI Bridges perform a similar mapping function.

2.2.8.2. Power Management Messages

These Messages are used to support PCI Express power management, which is described in detail in
Chapter 5. The following rules define the Power Management Messages:

W Table 2-15 defines the Power Management Messages.

U Power Management Messages do not include a data payload (TLP Type is Msg).

O The Length field is reserved.

U Power Management Messages must use the default Traffic Class designator (TCO). Receivers
must check for violations of this rule. If a Receiver determines that a TLP violates this rule, it
must handle the TLP as a Malformed TLP.

e This is a reported error associated with the Receiving Port (see Section 6.2)
Table 2-15: Power Management Messages
Name Code[7:0] | Routing Support Req Description/Comments
(b) r2:00 [RTg s gD
(b) Clp [w/|r
PM_Active_State_Nak 0001 0100 | 100 t |r [tr [r | BDF' | Terminate at Receiver
PM_PME 0001 1000 | 000 All: BDF | Sent Upstream by PME-
r | | tr | t requesting component.
Propagates Upstream.
If PME
supported:
t
PME_Turn_Off 0001 1001 | 011 t|r r | BDF | Broadcast Downstream
PME_TO_Ack 0001 1011 | 101 ro|t t | BD? Sent Upstream by
. Qur Upstream Port. See
(Note: Switch )
handling is Section 5.3.3.2.1.
special)

' Also permitted to be BD for compatibility with earlier revisions of this specification.

2 Also permitted to be BDF for compatibility with earlier revisions of this specification.

74



10

PCI EXPRESS BASE SPECIFICATION, REV. 2.0

2.2.8.3. Error Signaling Messages

Error Signaling Messages are used to signal errors that occur on specific transactions and errors that
are not necessarily associated with a particular transaction. These Messages are initiated by the agent
that detected the error.

O Table 2-16 defines the Error Signaling Messages.
Error Signaling Messages do not include a data payload (TLP Type is Msg).
The Length field is reserved.

(R iy W

Error Signaling Messages must use the default Traffic Class designator (TCO) Receivers must
check for violations of this rule. If a Receiver determines that a TLP violates this rule, it must
handle the TLP as a Malformed TLP.

e This is a reported error associated with the Receiving Port (see Section 6.2)

Table 2-16: Error Signaling Messages

Name Code[7:0] | Routing Support Req | Description/Comments
(b) M2:01 g els [g]'D
(b) Clp |w|r
ERR_COR 0011 0000 | 00O r |t |tr |t |BD This Message is issued

BDF | when the Function or
Device detects a
correctable error on the
PCI Express interface.

ERR_NONFATAL 0011 0001 | 000 r |t [tr |t |BD This Message is issued
BDF | when the Function or
Device detects a Non-
fatal, uncorrectable error
on the PCI Express
interface.

ERR_FATAL 0011 0011 | 000 r |t |tr |t |BD This Message is issued
BDF | when the Function or
Device detects a Fatal,
uncorrectable error on the
PCI Express interface.

The initiator of the Message is identified with the Requester ID of the Message header. The Root
Complex translates these error Messages into platform level events. Refer to Section 6.2 for details
on uses for these Messages.
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2.2.8.4. Locked Transactions Support

The Unlock Message is used to support Lock Transaction sequences. Refer to Section 6.5 for
details on Lock Transaction sequences. The following rules apply to the formation of the Unlock
Message:

O Table 2-17 defines the Unlock Messages.

O The Unlock Message does not include a data payload (TLP Type is Msg).

O The Length field is reserved.

U The Unlock Message must use the default Traffic Class designator (TCO) Receivers must check
for violations of this rule. If a Receiver determines that a TLP violates this rule, it must handle
the TLP as a Malformed TLP.

e This is a reported error associated with the Receiving Port (see Section 6.2)
Table 2-17 Unlock Message
Name Code[7:0] | Routing Support Req | Description/Comments
(b) 200 [RTEls I8P
(b) Clp |w|r
Unlock 0000 0000 | 011 t |r (tr|r [BD Unlock Completer

2.2.8.5. Slot Power Limit Support

This Message is used to convey a slot power limitation value from a Downstream Port (of a Root
Complex or a Switch) to an Upstream Port of a component (with Endpoint, Switch, or PCI
Express-PCI Bridge Functions) attached to the same Link.

(1 Table 2-18 defines the Set_Slot_Power_Limit Message.
O The Set_Slot_Power_Limit Message includes a2 1 DW data payload (TLP Type is MsgD).

O The Set_Slot_Power_Limit Message must use the default Traffic Class designator (TCO)
Receivers must check for violations of this rule. If a Receiver determines that a TLP violates
this rule, it must handle the TLP as a Malformed TLP.

e This is a reported error associated with the Receiving Port (see Section 6.2)

Table 2-18: Set_Slot_Power_Limit Message

Name Code[7:0] | Routing Support Req Description/Comments
(b) r[2:0] RIEIs [B|P
(b) Clp |w|r
Set_Slot_Power_Limit 0101 0000 | 100 t |r |tr |r | BDF | Set Slot Power Limitin
Upstream Port

The Set_Slot_Power_Limit Message includes a one DW data payload. The data payload is copied
from the Slot Capabilities register of the Downstream Port and is written into the Device
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Capabilities register of the Upstream Port on the other side of the Link. Bits 1:0 of Byte 1 of the
data payload map to the Slot Power Limit Scale field and bits 7:0 of Byte 0 map to the Slot Power
Limit Value field. Bits 7:0 of Byte 3, 7:0 of Byte 2, and 7:2 of Byte 1 of the data payload must be set
to all 0’s by the Transmitter and ignored by the Receiver. This Message must be sent automatically
by the Downstream Port (of a Root Complex or a Switch) when one of the following events occurs:

U On a Configuration Write to the Slot Capabilities register (see Section 7.8.9) when the Data Link
Layer reports DI_Up status.

a Any time when a Link transitions from a non-DL_Up status to a DL._Up status (see
Section 2.9.2). This Transmission is optional if the Slot Capabilities register has not yet been
initialized.
The component on the other side of the Link (with Endpoint, Switch, or Bridge Functions) that
receives Set_Slot_Power_Limit Message must copy the values in the data payload into the Device
Capabilities register associated with the component’s Upstream Port. PCI Express components that
are targeted exclusively for integration on the system planar (e.g., system board) as well as
components that are targeted for integration on a card/module whetre power consumption of the
entire card/module is below the lowest power limit specified for the card/module form factor (as
defined in the corresponding form factor specification) are permitted to hardwire the value Ob in the
Slot Power Limit Scale and Slot Power Limit Value fields of the Device Capabilities register, and are
not required to copy the Set_Slot_Power limit payload into that register.

For more details on Power Limit control mechanism see Section 6.9.

2.2.8.6. Vendor Defined Messages

The Vendor_Defined Messages allow expansion of PCI Express messaging capabilities, either as a
general extension to the PCI Express Specification or a vendor-specific extension. Such extensions
are not covered specifically in this document, although future revisions of this specification may use
this mechanism to define new Messages (see below). This section defines the rules associated with
these Messages generically.

O The Vendor_Defined Messages (see Table 2-19) use the header format shown in Figure 2-18.
e If the Route by ID routing is used, bytes 8 and 9 form a 16-bit field for the destination ID

4 otherwise these bytes are Reserved

e Bytes 10 and 11 form a 16-bit field for the Vendor 1D, as defined by PCI-SIG®, of the
vendor defining the Message

e Bytes 12 through 15 are available for vendor definition
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Table 2-19: Vendor_Defined Messages

Name Code[7:0] | Routing Support Req ID | Description/Comments
(b) r[2:0] RIE[s [B
(b) Clp |(w]|r
Vendor_Defined Type 0 0111 1110 | 000, See Note 1. See Triggers detection of UR
010, Note 2. | by Completer if not
011, implemented.
100
Vendor_Defined Type 1 0111 1111 | 000, See Note 1. See Silently discarded by
010, Note 2. | Completer if not
011, implemented.
100

Note 1: Transmission by Endpoint/Root Complex/Bridge is implementation specific. Switches must forward received
Messages using Routing[2:0] field values of 000b, 010b, and 011b.

Note 2: Implementation sp

ecific.

+0 +1 +2
6|5 4|3|2|1|0 7 6|5|4 3|2|1|0 7

[e)]

5|4 3|2 1|

o

7|6

+3
[5]4[3]2[1]o

Byte 0> |R

Fmt
x 1

Type R| TC R

o
om

Attr | AT

Length

Byte 4 >

Requester ID Tag

Message Code—
Vendor_Defined

Byte 8 >

Bus Number | Device Number | Function
Reserved Number

Vendor ID

Byte 12 >

{For Vendor Definition}

OM13775A

Figure 2-18: Header for Vendor-Defined Messages

U A data payload may be included with either type of Vendor_Defined Message (TLP type is Msg
if no data payload is included and MsgD if a data payload is included)

(M

Vendor ID field.

For both types of Vendor_Defined Messages, the Attr[1:0] field is not reserved.
Messages defined by different vendors or by PCI-SIG are distinguished by the value in the

e The further differentiation of Messages defined by a particular vendor is beyond the scope
of this document.

e Support for Messages defined by a particular vendor is implementation specific, and beyond
the scope of this document.

O Receivers silently discard Vendor_Defined Type 1 Messages which they are not designed to

receive — this is no

t an error condition.

O Receivers handle the receipt of an unsupported Vendor_Defined Type 0 Message as an
Unsupported Request, and the error is reported according to Section 6.2.

PCI Express to PC1/PCI-X Bridge Specification, Revision 1.0 defines additional requirements for
Vendor_Defined Messages that are designed to be interoperable with PCI-X Device ID Messages.
This includes restrictions on the contents of the Tag[7:0] field and the Length[9:0] field as well as
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specific use of Bytes 12 through 15 of the message header. Vendor_Defined Messages intended for
use solely within a PCI Express environment (i.e., not intended to address targets behind a PCI
Express to PCI/PCI-X Bridge) are not subject to the additional rules. Refer to PCI Express to
PCI/PCI-X Bridge Specification, Revision 1.0 for details.

2.2.8.7. Ignored Messages

The messages listed in Table 2-20 were previously used for a mechanism (Hot-Plug Signaling) that is
no longer supported. Transmitters are strongly encouraged not to transmit these messages, but if
message transmission is implemented, it must conform to the requirements of the 1.0a version of
this specification.

Receivers are strongly encouraged to ignore receipt of these messages, but are allowed to process
these messages in conformance with the requirements of 1.0a version of this specification.

Ignored messages listed in Table 2-20 are handled by the Receiver as follows:

O The Physical and Data Link Layers must handle these messages identical to handling any other
TLP

U The Transaction layer must account for flow control credit but take no other action in response
to these messages

Table 2-20: Ignored Messages

Name Code[7:0] | Routing Support Req ID Description/Comments
(b) 1201 [RTels I8
(b) Clp (w/|r
Ignored Message 0100 0001 | 100
Ignored Message 0100 0011 | 100
Ignored Message 0100 0000 | 100
Ignored Message 0100 0101 | 100
Ignored Message 0100 0111 | 100
Ignored Message 0100 0100 | 100
Ignored Message 0100 1000 | 100
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2.2.9. Completion Rules

All Read Requests and Non-Posted Write Requests require Completion. Completions include a
Completion header that, for some types of Completions, will be followed by some number of DW
of data. The rules for each of the fields of the Completion header are defined in the following
sections.

O Completions route by ID, and use a 3 DW header

e Note that the routing ID fields correspond directly to the Requester ID supplied with the
corresponding Request. Thus for Completions these fields will be referred to collectively as
the Requester ID instead of the distinct fields used generically for ID routing.

U In addition to the header fields included in all TLPs and the ID routing fields, Completions
contain the following additional fields (see Figure 2-19)

e Completer ID[15:0] — Identifies the Completer — described in detail below
e Completion Status[2:0] — Indicates the status for a Completion (see Table 2-21)
4 Rules for determining the value in the Completion Status|2:0] field are in Section 2.3.1

e BCM — Byte Count Modified — this bit must not set by PCI Express Completers, and may
only be set by PCI-X completers

e Byte Count[11:0] — The remaining byte count for Request

¢ The Byte Count value is specified as a binary number, with 0000 0000 0001b indicating 1
byte, 1111 1111 1111b indicating 4095 bytes, and 0000 0000 0000b indicating 4096 bytes

4 For Memory Read Completions, Byte Count[11:0] is set according to the rules in
Section 2.3.1.1.

¢ Tor all other types of Completions, the Byte Count field must be 4.
e Tag|7:0] — in combination with the Requester ID field, corresponds to the Transaction ID
e Lower Address[6:0] — lower byte address for starting byte of Completion

¢ For Memory Read Completions, the value in this field is the byte address for the first
enabled byte of data returned with the Completion (see the rules in Section 2.3.1.1)

¢ This field is set to all 0’s for all types of Completions other than Memory Read
Completions
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+0 +1 +2 +3
7 6|5 4|3|2|1|O 7 6|5|4 3|2|1|0 7|6 5|4 3|2 1|O 7|6|5|4|3|2|1|0
Fmt T|E AT
Byte 0 > |R x 0 Type R| TC |Reserved Dlp Attr 00 Length
Compl. [ B
Byte 4 > Completer ID Status |\9| Byte Count
Byte 8 > Requester ID Tag R| Lower Address
OM13769A

Figure 2-19: Completion Header Format

Table 2-21: Completion Status Field Values

Completion Status[2:0] Field Value (b) Completion Status

000 Successful Completion (SC)

001 Unsupported Request (UR)

010 Configuration Request Retry Status (CRS)
100 Completer Abort (CA)

all others Reserved

O The Completer ID[15:0] is a 16-bit value that is unique for every PCI Express Function within a
Hierarchy (see Figure 2-20)

Completer ID
7:0 4:0 2:0
Bus Number Device Function
Number Number

OM13770

Figure 2-20: Completer ID

U Functions must capture the Bus and Device Numbers supplied with all Type 0 Configuration
Write Requests completed by the Function, and supply these numbers in the Bus and Device
5 Number fields of the Completer ID for all Completions generated by the Device/Function.

e If a Function must generate a Completion prior to the initial device Configuration Write

Request, 0’s must be entered into the Bus Number and Device Number fields
e Note that Bus Number and Device Number may be changed at run time, and so it is
necessary to re-capture this information with each and every Configuration Write Request.
10 o

Exception: The assignment of Bus Numbers to the Devices within a Root Complex may be
done in an implementation specific way.

81



10

15

20

25

30

35

PCI EXPRESS BASE SPECIFICATION, REV. 2.0

O In some cases, a Completion with the UR status may be generated by a multi-Function device
without associating the Completion with a specific Function within the device — in this case, the
Function Number field is Reserved.

e Fxample: A multi-Function device receives a Read Request which does not target any
resource associated with any of the Functions of the device — the device generates a
Completion with UR status and sets a value of all 0’s in the Function Number field of the
Completer ID.

O Completion headers must supply the same values for the Requester 1D, Tag, Attribute, and
Traftic Class as were supplied in the header of the corresponding Request.

AT[1:0] must be 00b.

00

The Completion ID field is not meaningful prior to the software initialization and configuration
of the completing device (using at least one Configuration Write Request), and the Requester
must ignore the value returned in the Completer ID field.

U A Completion including data must specify the actual amount of data returned in that
Completion, and must include the amount of data specified.

e Itisa TLP formation error to include more or less data than specified in the Length field,
and the resulting TLP is a Malformed TLP.

Note: This is simply a specific case of the general rule requiring TLP data payload length match
the value in the Length field.

2.3. Handling of Received TLPs

This section describes how all Received TLPs are handled when they are delivered to the Receive
Transaction Layer from the Receive Data Link Layer, after the Data Link Layer has validated the
integrity of the received TLP. The rules are diagramed in the flowchart shown in Figure 2-21.

O Values in Reserved fields must be ignored by the Receiver.
O All Received TLPs which use undefined Type field values are Malformed TLPs.
This is a reported error associated with the Receiving Port (see Section 6.2)

O All Received Malformed TLPs must be discarded.

e Received Malformed TLPs that are ambiguous with respect to which buffer to release or are
mapped to an uninitialized Virtual Channel must be discarded without updating Receiver
Flow Control information.

e All other Received Malformed TLPs must be discarded, optionally not updating Receiver
Flow Control information.

U

Otherwise, update Receiver Flow Control tracking information (see Section 2.6)

U

If the value in the Type field indicates the TLP is a Request, handle according to Request
Handling Rules, otherwise, the TLP is a Completion — handle according to Completion
Handling Rules (following sections)
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Figure 2-21: Flowchart for Handling of Received TLPs
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Switches must process both TLPs which address resources within the Switch as well as TLPs which

address resources residing outside the Switch. Switches handle all TLPs which address internal
resources of the Switch according to the rules above. TLPs which pass through the Switch, or

which address the Switch as well as passing through it, are handled according to the following rules

(see Figure 2-22):

QO If the value in the Type field indicates the TLP is not a Msg or MsgD Request, the TLP must be
routed according to the routing mechanism used (see Sections 2.4.1 and 2.2.4.2)

O Switches route Completions using the information in the Requester ID field of the Completion.

83



10

15

20

25

PCI EXPRESS BASE SPECIFICATION, REV. 2.0

O If the value in the Type field indicates the TLP is a Msg or MsgD Request, route the Request
according to the routing mechanism indicated in the r[2:0] sub-field of the Type field

84

If the value in [2:0] indicates the Msg/MsgD is routed to the Root Complex (000b), the
Switch must route the Msg/MsgD to the Upstream Port of the Switch

¢ Itis an error to receive a Msg/MsgD Request specifying 000b routing at the Upstream
Port of a Switch. Switches may check for violations of this rule — TLPs in violation are
Malformed TLPs. If checked, this is a reported error associated with the Receiving Port
(see Section 6.2)

If the value in r[2:0] indicates the Msg/MsgD is routed by address (001b), the Switch must
route the Msg/MsgD in the same way it would route a Memory Request by address

If the value in r[2:0] indicates the Msg/MsgD is routed by ID (010b), the Switch must route
the Msg/MsgD in the same way it would route a Completion by ID

If the value in r[2:0] indicates the Msg/MsgD is a broadcast from the Root Complex (011b),
the Switch must route the Msg/MsgD to all Downstream Ports of the Switch

¢ Itis an error to receive a Msg/MsgD Request specifying 011b routing at the
Downstream Port of a Switch. Switches may check for violations of this rule — TLPs in
violation are Malformed TLPs. If checked, this is a reported error associated with the
Receiving Port (see Section 6.2)

If the value in r[2:0] indicates the Msg/MsgD terminates at the Receiver (100b or a reserved
value), or if the Message Code field value is defined and corresponds to a Message which
must be comprehended by the Switch, the Switch must process the Message according to
the Message processing rules

If the value in £[2:0] indicates Gathered and routed to Root Complex (101b), see
Section 5.3.3.2.1 for Message handling rules

It is an error to receive any Msg/MsgD Request other than a PME_TO_Ack that specifies
101b routing. Itis an error to receive a PME_TO_Ack at the Upstream Port of a Switch.
Switches may check for violations of these rules — TLPs in violation are Malformed TLPs.
If checked, this is a reported error associated with the Receiving Port (see Section 6.2)



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

Start

IsTLP a No
Msg or MsgD
Request?

Y
¢yes ‘ Route TLP to Egress Port ]

according to routing rules

Propagate to Egress Port(s)
according to r[2:0] sub-field
of Type field

!

Is Message (also)
directed to Receiving
Port of Switch?

End

Is value in
Message Code

Yes .
Process Message according to )
field defined? Message handling rules

Y

Unsupported Request —>

OM13772A

Figure 2-22: Flowchart for Switch Handling of TLPs

2.3.1. Request Handling Rules

This section describes how Received Requests are handled, following the initial processing done
with all TLPs. The rules are diagramed in the flowchart shown in Figure 2-23.

QO If the Request Type is not supported (by design or because of configuration settings) by the
device, the Request is an Unsupported Request, and is reported according to Section 6.2

e If the Request requires Completion, a Completion Status of UR is returned (see
Section 2.2.9)
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@ IMPLEMENTATION NOTE

When Requests are Terminated Using Unsupported Request

In Conventional PCI, a device “claims” a request on the bus by asserting DEVSEL#. If no device
claims a request after a set number of clocks, the request is terminated as a Master Abort. Because
PCI Express is a point to point interconnect, there is no equivalent mechanism for claiming a
request on a Link, since all transmissions by one component are always sent to the other component
on the Link. Therefore, it is necessary for the receiver of a request to determine if the request
should be “claimed.” If the request is not claimed, then it is handled as an Unsupported Request,
which is the PCI Express equivalent of conventional PCI’s Master Abort termination. In general,
one can determine the correct behavior by asking the question: Would the device assert DEVSEL# for
this request in conventional PCI?

For device Functions with Type 0 headers (all types of Endpoints), it is relatively simple to answer
this question. For Memory and I/O Requests, this determination is based on the address ranges the
Function has been programmed to respond to. For Configuration requests, the Type 0 request
format indicates the device is by definition the “target”, although the device will still not claim the
Configuration Request if it addresses an unimplemented Function.

For device Functions with Type 1 headers (Root Ports, Switches and Bridges), the same question
can generally be applied, but since the behavior of a conventional PCI bridge is more complicated
than that of a Type 0 Function, it is somewhat more difficult to determine the answers. One must
consider Root Ports and Switch Ports as if they were actually composed of conventional PCI to PCI
bridges, and then at each stage consider the configuration settings of the virtual bridge to determine
the correct behavior.

PCI Express Messages do not exist in conventional PCI, so the above guideline cannot be applied.
This specification describes specifically for each type of Message when a device must handle the
request as an Unsupported Request. Messages pass through Root and Switch Ports unaffected by
conventional PCI control mechanisms including Bus Master Enable and power state setting.

Note that Completer Abort, which is the PCI Express equivalent to Target Abort, is used only to
indicate a serious error that makes the completer permanently unable to respond to a request that it
would otherwise have normally responded to. Because Target Abort is used in conventional PCI
only when a target has asserted DEVSEL#, is incorrect to use Completer Abort for any case where
a conventional PCI target would have ignored a request by not asserting DEVSEL#.

QO If the Request is a Message, and the Message Code specifies a value that is undefined, or that
corresponds to a Message not supported by the device Function, (other than Vendor_Defined
Type 1 which is not treated as an error — see Section 2.2.8.6), the Request is an Unsupported
Request, and is reported according to Section 6.2

e If the Message Code is a supported value, process the Message according to the
corresponding Message processing rules; if the Message Code is an ignored Message, ignore
the Message without reporting any error (see Section 2.2.8.7)
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If the Request is not a Message, and is a supported Type, specific implementations may be
optimized based on a defined programming model which ensures that certain types of (otherwise
legal) Requests will never occur. Such implementations may take advantage of the following rule:

Q) If the Request violates the programming model of the device Function, the Function may
optionally treat the Request as a Completer Abort, instead of handling the Request normally

e If the Request is treated as a Completer Abort, this is a reported error associated with the
Function (see Section 6.2)

e If the Request requires Completion, a Completion Status of CA is returned (see
Section 2.2.9)

@ IMPLEMENTATION NOTE

Optimizations Based on Restricted Programming Model

When a device’s programming model restricts (vs. what is otherwise permitted in PCI Express) the
characteristics of a Request, that device is permitted to “Completer Abort” any Requests which
violate the programming model. Examples include unaligned or wrong-size access to a register
block and unsupported size of request to a Memory Space.

Generally, devices are able to assume a restricted programming model when all communication will
be between the device’s driver software and the device itself. Devices which may be accessed
directly by operating system software or by applications which may not comprehend the restricted
programming model of the device (typically devices which implement legacy capabilities) should be
designed to support all types of Requests which are possible in the existing usage model for the
device. If this is not done, the device may fail to operate with existing software.

If the Request arrives between the time an FLR has been initiated and the completion of the FLR by
the targeted Function, the Request is permitted to be silently discarded (following update of flow
control credits) without logging or signaling it as an error. It is recommended that the Request be
handled as an Unsupported Request (UR).

O Otherwise (supported Request Type, not a Message), process the Request

e If the Completer is permanently unable to process the Request due to a device-specific error
condition the Completer must, if possible, handle the Request as a Completer Abort

¢ This is a reported error associated with the Receiving Function, if the error can be
isolated to a specific Function in the component, or to the Receiving Port if the error
cannot be isolated (see Section 6.2)
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For Configuration Requests only, following reset it is possible for a device to terminate the
request but indicate that it is temporarily unable to process the Request, but will be able to
process the Request in the future — in this case, the Configuration Request Retry Status
(CRS) Completion Status is used (see Section 6.6). Valid reset conditions after which a

device is permitted to return CRS are:

¢
L4
¢

Cold, Warm, and Hot Link Resets
FLRs

A reset initiated in response to a D3, to DO, ;. .i..q device state transition.

A device Function is explicitly not permitted to return CRS following a software-initiated
reset (other than an FLR) of the device, e.g., by the device’s software driver writing to a
device-specific reset bit. Additionally, a device Function is not permitted to return CRS
after having previously returned a Successful Completion without an intervening valid
reset (i.e., FLR or Conventional Reset) condition.

e In the process of servicing the Request, the Completer may determine that the (otherwise
acceptable) Request must be handled as an error, in which case the Request is handled
according to the type of the error

¢

Example: A PCI Express/PCI Bridge may initially accept a Request because it specifies a
Memory Space range mapped to the secondary side of the Bridge, but the Request may
Master Abort or Target Abort on the PCI side of the Bridge. From the PCI Express
perspective, the status of the Request in this case is UR (for Master Abort) or CA (for
Target Abort). If the Request requires Completion on PCI Express, the corresponding
Completion Status is returned.

Q) If the Request is a type which requires a Completion to be returned, generate a Completion
according to the rules for Completion Formation (see Section 2.2.9)

88

e The Completion Status is determined by the result of handling the Request

Under normal operating conditions, PCI Express Endpoints and Legacy Endpoints must never
delay the acceptance of a Posted Request for more than 10 us, which is called the Posted
Request Acceptance Limit. The device must either (a) be designed to process received Posted
Requests and return associated Flow Control credits within the necessary time limit, or (b) rely
on a restricted programming model to ensure that a Posted Request is never sent to the device
either by software or by other devices while the device is unable to accept a new Posted Request
within the necessary time limit.

e The following are not considered normal operating conditions under which the Posted
Request Acceptance Limit applies:

¢

¢
¢
L4
¢

The period immediately following a Fundamental Reset (see Section 6.6)
TLP retransmissions or Link retraining

One or more dropped FCPs

The device being in a diagnostic mode

The device being in a device-specific mode that is not intended for normal use
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e The following are considered normal operating conditions, but any delays they cause do not
count against the Posted Request Acceptance Limit:

L4

¢
¢
¢

Upstream TLP traffic delaying Upstream FCPs.
The Link coming out of a low-power state.
Arbitration with traffic on other VCs.

Though not a requirement, it is strongly recommended that Root Complex Integrated
Endpoints also honor the Posted Request Acceptance Limit.

e If the device supports being a target for I/O writes, which are Non-Posted Requests, it is
strongly recommended that each associated Completion be returned within the same time
limit as for Posted Request acceptance, although this is not a requirement.

@ IMPLEMENTATION NOTE

Restricted Programming Model for Meeting the Posted Request
Acceptance Limit

Some hardware designs may not be able to process every Posted Request within the required
acceptance time limit. An example is writing to a command queue where commands can take longer
than the acceptance time limit to complete. Subsequent writes to such a device when it is currently
processing a previous write could experience acceptance delays that exceed the limit. Such devices
may rely on a restricted programming model, where the device driver limits the rate of memory
writes to the device, the driver polls the device to determine buffer availability before issuing the
write transaction, or the driver implements some other software-based flow control mechanism.
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@ IMPLEMENTATION NOTE

Configuration Request Retry Status

Some devices require a lengthy self-initialization sequence to complete before they are able to service
Configuration Requests (common with intelligent I/O solutions on PCI). PCI/PCI-X architecture
has specified a 2 (PCI) or 2* (PCI-X) clock “recovery time” T, following reset to provide the
required self-initialization time for such devices. PCI Express “softens” the need for this time based
recovery period by implementing a Configuration Request Retry Status (CRS) Completion Status. A
device in receipt of a Configuration Request following a valid reset condition may respond with a
CRS Completion Status to terminate the Request, and thus effectively stall the Configuration
Request until such time that the subsystem has completed local initialization and is ready to
communicate with the host. Note that it is only legal to respond with a CRS Completion Status in
response to a Configuration Request. Sending this Completion Status in response to any other
Request type is illegal (see Section 2.3.2).

Receipt by the Requester of a Completion with CRS Completion Status terminates the
Configuration Request on PCI Express. Further action by the Root Complex regarding the original
Configuration Request is specified in Section 2.3.2.

Root Complexes that implement CRS Software Visibility have the ability to report the receipt of
CRS Completion Status to software, enabling software to attend to other tasks rather than being
stalled while the device completes its self-initialization. Software that intends to take advantage of
this mechanism must ensure that the first access made to a device following a valid reset condition is
a Configuration Read Request accessing both bytes of the Vendor ID field in the device’s
Configuration Space header. For this case only, the Root Complex, if enabled, will synthesize a
special read-data value for the Vendor ID field to indicate to software that CRS Completion Status
has been returned by the device. For other Configuration Requests, or when CRS Software
Visibility is not enabled, the Root Complex will generally re-issue the Configuration Request until it
completes with a status other than CRS as described in Section 2.3.2.

When used in systems including PCI Express to PCI/PCI-X Bridges, system softwate and/or the
Root Complex must comprehend the limit T, for PCI/PCI-X agents as desctibed in Sections 2.8
and 6.6. Similarly, systems using PCI Express components which require additional self initialization
time beyond the minimum guaranteed must provide some mechanism for re-issuing Configuration
Requests terminated with CRS status. In systems running legacy PCI/PCI-X based softwate, the
Root Complex must re-issue the Configuration Request using a hardware mechanism to ensure
proper enumeration of the system.

Refer to Section 6.6 for more information on reset.
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2.3.1.1. Data Return for Read Requests

Q

92

Individual Completions for Memory Read Requests may provide less than the full amount of
data Requested so long as all Completions for a given Request when combined return exactly the
amount of data Requested in the Read Request.

e Completions for different Requests cannot be combined.
e 1/0 and Configuration Reads must be completed with exactly one Completion.

e The Completion Status for a Completion corresponds only to the status associated with the
data returned with that Completion

¢ A Completion with status other than Successful Completion terminates the Completions
for a single Read Request

m In this case, the value in the Length field is undefined, and must be ignored by the
Receiver

Completions must not include more data than permitted by the Max_Payload_Size parameter.
e Receivers must check for violations of this rule. Refer to Section 2.2.

Note: This is simply a specific case of the rules which apply to all TLPs with data payloads
Memory Read Requests may be completed with one, or in some cases, multiple Completions

The Read Completion Boundary (RCB) parameter determines the naturally aligned address
boundaries on which a Read Request may be serviced with multiple Completions

e Fora Root Complex, RCB is 64 bytes or 128 bytes
4 This value is reported through a configuration register (see Section 7.8)

Note: Bridges and Endpoints may implement a corresponding command bit which may be
set by system software to indicate the RCB value for the Root Complex, allowing the
Bridge/Endpoint to optimize its behavior when the Root Complex’s RCB is 128 bytes.

e For all other System Elements, RCB is 128 bytes

Completions for Requests which do not cross the naturally aligned address boundaries at integer
multiples of RCB bytes must include all data specified in the Request
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O Requests which do cross the address boundaries at integer multiples of RCB bytes may be
completed using more than one Completion, but the data must not be fragmented except along
the following address boundaries:

e The first Completion must start with the address specified in the Request, and must end at
one of the following:

4 the address specified in the Request plus the length specified by the Request (i.e., the
entire Request)

¢ an address boundary between the start and end of the Request at an integer multiple of
RCB bytes

e The final Completion must end with the address specified in the Request plus the length
specified by the Request

e All Completions between, but not including, the first and final Completions must be an
integer multiple of RCB bytes in length

O Receivers may optionally check for violations of RCB. If a Receiver implementing this check
determines that a Completion violates this rule, it must handle the Completion as a Malformed
TLP

e This is a reported error associated with the Receiving Port (see Section 6.2)

U Multiple Memory Read Completions for a single Read Request must return data in increasing
address order.

O For each Memory Read Completion, the Byte Count field must indicate the remaining number
of bytes required to complete the Request including the number of bytes returned with the
Completion, except when the BCM field is 1b.10

e The total number of bytes required to complete a Memory Read Request is calculated as
shown in Table 2-22

e Ifa Memory Read Request is completed using multiple Completions, the Byte Count value
for each successive Completion is the value indicated by the preceding Completion minus
the number of bytes returned with the preceding Completion.

10 Only PCI-X completers set the BCM bit to 1b.
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@ IMPLEMENTATION NOTE

BCM Bit Usage

To satisty certain PCI-X protocol constraints, a PCI-X Bridge or PCI-X Completer for a PCI-X
burst read in some cases will set the Byte Count field in the first PCI-X transaction of the Split
Completion sequence to indicate the size of just that first transaction instead of the entire burst read.
When this occurs, the PCI-X Bridge/PCI-X Completer will also set the BCM bit in that first PCI-X
transaction, to indicate that the Byte Count field has been modified from its normal usage. Refer to
the PCI-X Addendum to the PCI Local Bus Specification, Revision 2.0 for further details.

A PCI Express Memory Read Requester needs to correctly handle the case when a PCI-X
Bridge/PCI-X Completer sets the BCM bit. When this occurs, the first Read Completion packet
returned to the Requester will have the BCM bit set, indicating that the Byte Count field reports the
size of just that first packet instead of the entire remaining byte count. The Requester should not
conclude at this point that other packets of the Read Completion are missing.

The BCM bit will never be set in subsequent packets of the Read Completion, so the Byte Count
field in those subsequent packets will always indicate the remaining byte count in each instance.
Thus, the Requester can use the Byte Count field in these packets to determine if other packets of
the Read Completion are missing,.

PCI Express Completers will never set the BCM bit.
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1% DW BE[3:0]
(b)

Last DW BEJ[3:0]
(b)

Total Byte Count

1xx1 00001 4

01x1 0000 3

1x10 0000 3

0011 0000 2

0110 0000 2

1100 0000 2

0001 0000 1

0010 0000 1

0100 0000 1

1000 0000 1

0000 0000 1

Xxx1 XXX Length!2* 4
Xxx1 01xx (Length * 4) -1
XXX 1 001x (Length * 4) -2
xxx1 0001 (Length *4) -3
xx10 1XXX (Length * 4) - 1
xx10 01xx (Length * 4) - 2
xx10 001x (Length * 4) -3
xx10 0001 (Length * 4) - 4
x100 1xxX (Length * 4) - 2
x100 01xx (Length * 4) -3
x100 001x (Length * 4) -4
x100 0001 (Length *4) -5
1000 TXXX (Length * 4) -3
1000 01xx (Length * 4) -4
1000 001x (Length *4) -5
1000 0001 (Length *4) - 6

11 Note that Last DW BE of 0000b is permitted only with a Length of 1 DW.

12 Length is the number of DW as indicated by the value in the Length field, and is multiplied by 4 to yield a number

in bytes.
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O For all Memory Read Completions, the Lower Address field must indicate the lower bits of the
byte address for the first enabled byte of data returned with the Completion

For the first (or only) Completion, the Completer can generate this field from the least
significant 5 bits of the address of the Request concatenated with 2 bits of byte-level address
formed as shown in Table 2-23.

For any subsequent Completions, the Lower Address field will always be zero except for
Completions generated by a Root Complex with an RCB value of 64 bytes. In this case the
least significant 6 bits of the Lower Address field will always be zero and the most significant
bit of the Lower Address field will toggle according to the alignment of the 64-byte data
payload.

Table 2-23: Calculating Lower Address from 1¥* DW BE

1% DW BE[3:0] Lower Address[1:0]
(b) (b)
0000 00
xxx1 00
xx10 01
x100 10
1000 11

U When a Read Completion is generated with a Completion Status other than Successful
Completion:

96

No data is included with the Completion

¢ The Cpl (or CplLk) encoding is used instead of CplD (or CplDLKk)

This Completion is the final Completion for the Request.
¢ The Completer must not transmit additional Completions for this Request.

m  Example: Completer split the Request into four parts for servicing; the second
Completion had a Completer Abort Completion Status; the Completer terminated
servicing for the Request, and did not Transmit the remaining two Completions.

The Byte Count field must indicate the remaining number of bytes that would be required to
complete the Request (as if the Completion Status were Successful Completion)

The Lower Address field must indicate the lower bits of the byte address for the first
enabled byte of data that would have been returned with the Completion if the Completion
Status were Successful Completion
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@ IMPLEMENTATION NOTE

Restricted Programming Model

When a device’s programming model restricts (vs. what is otherwise permitted in PCI Express) the
size and/or alignment of Read Requests directed to the device, that device is permitted to use a
Completer Abort Completion Status for Read Requests which violate the programming model. An
implication of this is that such devices, generally devices where all communication will be between
the device’s driver software and the device itself, need not necessarily implement the buffering
required to generate Completions of length RCB. However, in all cases, the boundaries specified by
RCB must be respected for all reads which the device will Complete with Successful Completion
status.

Examples:

1. Memory Read Request with Address of 1 0000h and Length of COh bytes (192 decimal) could be
completed by a Root Complex with an RCB value of 64 bytes with one of the following

combinations of Completions (bytes):
192 —or— 128, 64 —or— 64, 128 —or— 64, 64, 64

2. Memory Read Request with Address of 1 0000h and Length of COh bytes (192 decimal) could be
completed by a Root Complex with an RCB value of 128 bytes in one of the following combinations
of Completions (bytes):

192 —or— 128, 64

3. Memory Read Request with Address of 1 0020h and Length of 100h bytes (256 decimal) could be
completed by a Root Complex with an RCB value of 64 bytes in one of the following combinations
of Completions (bytes):

256 —or—

32, 224 —or— 32, 64, 160 —or— 32, 64, 64, 96 —or— 32, 64, 64, 64, 32 —or—

32, 64, 128, 32 —or— 32, 128, 96 —or— 32, 128, 64, 32 —or—

96, 160 —or— 96, 128, 32 —or— 96, 64, 96 —or— 96, 64, 64, 32 —or—

160, 96 —or— 160, 64, 32 —or— 224, 32

4. Memory Read Request with Address of 1 0020h and Length of 100h bytes (256 decimal) could be
completed by an Endpoint in one of the following combinations of Completions (bytes):
256 —or— 96, 160 —or— 96, 128, 32 —or— 224, 32
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2.3.2. Completion Handling Rules

Q

98

When a device receives a Completion which does not match the Transaction ID for any of the
outstanding Requests issued by that device, the Completion is called an “Unexpected
Completion.”

If a received Completion is not malformed and matches the Transaction ID of an outstanding
Request, but in some other way does not match the corresponding Request, it is permitted for
the receiver to handle the Completion as an Unexpected Completion

Receipt of an Unexpected Completion is an error and must be handled according to the
following rules:

e The agent receiving an Unexpected Completion must discard the Completion.

e An Unexpected Completion is a reported error associated with the Receiving Port (see
Section 6.2)

Note: Unexpected Completions are assumed to occur mainly due to Switch misrouting of the
Completion. The Requester of the Request may not receive a Completion for its Request in this
case, and the Requester’s Completion Timeout mechanism (see Section 2.8) will terminate the
Request.

Completions with a Completion Status other than Successful Completion or Configuration
Request Retry Status (in response to Configuration Request only) must cause the Requester to:

e Free Completion buffer space and other resources associated with the Request.

e Handle the error via a Requester-specific mechanism (see Section 6.2.3.2.5).

If the Completion arrives between the time an FLR has been initiated and the completion of the
FLR by the targeted Function, the Completion is permitted to be handled as an Unexpected
Completion or to be silently discarded (following update of flow control credits) without logging
or signaling it as an error. Once the FLR has completed, received Completions corresponding
to Requests issued prior to the FLR must be handled as Unexpected Completions, unless the
Function has been re-enabled to issue Requests.

Root Complex handling of a Completion with Configuration Request Retry Status for a
Configuration Request is implementation specific, except for the period following system reset
(see Section 6.6). For Root Complexes that support CRS Software Visibility, the following rules

apply:

e If CRS Software Visibility is not enabled, the Root Complex must re-issue the Configuration
Request as a new Request.

e If CRS Software Visibility is enabled (see below):

¢ For a Configuration Read Request that includes both bytes of the Vendor ID field of a
device Function’s Configuration Space Header, the Root Complex must complete the
Request to the host by returning a read-data value of 0001h for the Vendor ID field and
all ‘1’s for any additional bytes included in the request. This read-data value has been
reserved specifically for this use by the PCI-SIG and does not correspond to any
assigned Vendor ID.
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4 For a Configuration Write Request or for any other Configuration Read Request, the
Root Complex must re-issue the Configuration Request as a new Request.

A Root Complex implementation may choose to limit the number of Configuration
Request/CRS Completion Status loops before determining that something is wrong with the
target of the Request and taking appropriate action, e.g., complete the Request to the host as a
failed transaction.

CRS Software Visibility may be enabled through the CRS Software Visibility Enable bit in the
Root Control register (see Section 7.8.12) to control Root Complex behavior on an individual
Root Port basis. Alternatively, Root Complex behavior may be managed through the CRS
Software Visibility Enable bit in an RCRB Header Capability as described in Section 7.8.12,
permitting the behavior of one or more Root Ports or Root Complex Integrated Endpoints to
be controlled by a single Enable bit. For this alternate case, each Root Port or Integrated
Endpoint declares its association with a particular Enable bit via an RCRB header association in
a Root Complex Link Declaration Capability (see Section 7.13). Each Root Port or Integrated
Endpoint is permitted to be controlled by at most one Enable bit. Thus, for example, it is
prohibited for a Root Port whose Root Control register contains an Enable bit to declare an
RCRB header association to an RCRB that also includes an Enable bit in its RCRB Header
Capability. The presence of an Enable bit in a Root Port or RCRB Header Capability is
indicated by the corresponding CRS Software Visibility bit (see Sections 7.8.13 and 7.20.3,
respectively).

Completions with a Configuration Request Retry Status in response to a Request other than a

Configuration Request are illegal. Receivers may optionally report these violations as Malformed
TLPs

e This is a reported error associated with the Receiving Port (see Section 6.2)

Completions with a Reserved Completion Status value are treated as if the Completion Status
was Unsupported Request (UR)

Completions with a Completion Status of Unsupported Request or Completer Abort are
reported using the conventional PCI reporting mechanisms (see Section 7.5.1.2)

e Note that the error condition that triggered the generation of such a Completion is reported
by the Completer as described in Section 6.2

When a Read Completion is received with a Completion Status other than Successful
Completion:

e No data is included with the Completion

¢ The Cpl (or CplLk) encoding is used instead of CplD (CplDLKk)
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e This Completion is the final Completion for the Request.

¢ The Requester must consider the Request terminated, and not expect additional
Completions.

m  Handling of partial Completions Received eatlier is implementation specific.

Example: The Requester received 32 bytes of Read data for a 128-byte Read Request it
had issued, then a Completion with the Completer Abort Completion Status. The
Requester then must free the internal resources which had been allocated for that
particular Read Request.

@ IMPLEMENTATION NOTE
Read Data Values with UR Completion Status

Some system configuration software depends on reading a data value of all 1’s when a Configuration
Read Request is terminated as an Unsupported Request, particularly when probing to determine the
existence of a device in the system. A Root Complex intended for use with software that depends
on a read-data value of all 1’s must synthesize this value when UR Completion Status is returned for
a Configuration Read Request.

2.4. Transaction Ordering

2.4.1. Transaction Ordering Rules

Table 2-24 defines the ordering requirements for PCI Express Transactions. The rules defined in
this table apply uniformly to all types of Transactions on PCI Express including Memory, 1/O,
Configuration, and Messages. The ordering rules defined in this table apply within a single Traffic
Class (TC). There is no ordering requirement among transactions with different TC labels. Note
that this also implies that there is no ordering required between traffic that flows through different
Virtual Channels since transactions with the same T'C label are not allowed to be mapped to multiple
VCs on any PCI Express Link.

For Table 2-24, the columns represent a first issued transaction and the rows represent a
subsequently issued transaction. The table entry indicates the ordering relationship between the two
transactions. The table entries are defined as follows:

O Yes—the second transaction (row) must be allowed to pass the first (column) to avoid deadlock.
(When blocking occurs, the second transaction is required to pass the first transaction. Fairness
must be comprehended to prevent starvation.)

O Y/N-there are no requirements. The second transaction may optionally pass the first
transaction or be blocked by it.

O No-the second transaction must not be allowed to pass the first transaction. This is required to
support the Producer-Consumer strong ordering model.
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Table 2-24: Ordering Rules Summary Table

Posted Request Non-Posted Request Completion
Memory Write or Read 1/0O or Read 1/0 or
Row Pass Column? Message Request | Request Configuration Completion Configuration
(Col 2) (Col 3) Write Request (Col 5) Write
(Col 4) Completion
(Col 6)
_ | Memory Write a) No Yes Yes a) Y/N a) Y/N
T Q| or Message
% 2. | Request b) Y/N b) Yes b) Yes
g & | (RowA)
Read Request No Y/N Y/N Y/N Y/N
B . | (RowB)
28
g 2| WOor No YN YN YN YIN
c & | Configuration
o .
z Write Request
(Row C)
Read a) No Yes Yes a) Y/N Y/N
Completion
S (Row D) b)Y/N b) No
2
= |voor YIN Yes Yes YN YIN
g Configuration
O Write
Completion
(Row E)

Explanation of the entries in Table 2-24:

A2a

A2b

A3, Ad

A5, A6 a

A5,A6b

B2, C2

B3, B4,
C3,C4

A Memory Write or Message Request with the Relaxed Ordering Attribute bit clear (Ob)
must not pass any other Memory Write or Message Request.

A Memory Write or Message Request with the Relaxed Ordering Attribute bit set (1b)
is permitted to pass any other Memory Write or Message Request.

A Memory Write or Message Request must be allowed to pass Read Requests and I/O
or Configuration Write Requests to avoid deadlocks.

Endpoints, Switches, and Root Complex may allow Memory Write and Message
Requests to pass Completions or be blocked by Completions.

PCI Express to PCI Bridges and PCI Express to PCI-X Bridges, when operating the
PCI/PCI-X bus segment in conventional mode, must allow Memory Write and
Message Requests to pass Completions traveling in the PCI Express to PCI direction
(Primary side of Bridge to Secondary side of Bridge) to avoid deadlock.

These Requests cannot pass a Memory Write or Message Request. This preserves
strong write ordering required to support Producer/Consumer usage model.

Read Requests and I/O or Configuration Write Requests are permitted to be blocked
by ot to pass other Read Requests and I/O or Configuration Write Requests.
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B5, Bo,
C5, C6 These Requests are permitted to be blocked by or to pass Completions.

D2a If the Relaxed Ordering attribute bit is not set, then a Read Completion cannot pass a

previously enqueued Memory Write or Message Request.

D2b If the Relaxed Ordering attribute bit is set, then a Read Completion is permitted to pass

a previously enqueued Memory Write or Message Request.

D3, D4,
E3, E4 Completions must be allowed to pass Read and I/O or Configuration Write Requests

to avoid deadlocks.

D5a Read Completions associated with different Read Requests are allowed to be blocked

by or to pass each other.

D5b Read Completions for one Request (will have the same Transaction ID) must return in

address order.

Do Read Completions are permitted to be blocked by or to pass I/O or Configuration

Write Completions.

E2 I/0O or Configuration Write Completions are permitted to be blocked by or to pass

Memory Write and Message Requests. Such Transactions are actually moving in the
opposite direction and, therefore, have no ordering relationship.

E5, E6 1/0O or Configuration Write Completions are permitted to be blocked by or to pass

Read Completions and other I/O or Configuration Write Completions.

Additional Rules:

Q

(M
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PCI Express Switches are permitted to allow a Memory Write or Message Request with the
Relaxed Ordering bit set to pass any previously posted Memory Write or Message Request
moving in the same direction. Switches must forward the Relaxed Ordering attribute
unmodified. The Root Complex is also permitted to allow data bytes within the Request to be
written to system memory in any order. (The bytes must be written to the correct system
memory locations. Only the order in which they are written is unspecified).

For Root Complex and Switch, Memory Write combining (as defined in the PCI Local Bus
Specification, Revision 3.0) is prohibited.

Note: This is required so that devices can be permitted to optimize their receive buffer and
control logic for Memory Write sizes matching their natural expected sizes, rather than being
required to support the maximum possible Memory Write payload size.

Combining of Memory Read Requests, and/or Completions for different Requests is prohibited.

The No Snoop bit does not affect the required ordering behavior.
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For Root Ports and Switch Downstream Ports, acceptance of a Posted Request or Completion
must not depend upon the transmission of a Non-Posted Request within the same traffic class.!3

For Switch Upstream Ports, acceptance of a Posted Request or Completion must not depend
upon the transmission on a Downstream Port of Non-Posted Request within the same traffic
class.’3

For Endpoint, Bridge, and Switch Upstream Ports, the acceptance of a Posted Request must not
depend upon the transmission of any TLP from that same Upstream Port within the same traffic
class.13

For Endpoint, Bridge, and Switch Upstream Ports, the acceptance of a Non-posted Request
must not depend upon the transmission of a Non-Posted Request from that same Upstream
Port within the same traffic class.!3

For Endpoint, Bridge, and Switch Upstream Ports, the acceptance of a Completion must not
depend upon the transmission of any TLP from that same Upstream Port within the same traffic
class.’3

e Note that Endpoints are never permitted to block acceptance of a Completion

Completions issued for Non-Posted requests must be returned in the same Traffic Class as the
corresponding Non-Posted request.

Root Complexes that support peer-to-peer operation and Switches must enforce these
transaction ordering rules for all forwarded traffic.

To ensure deadlock-free operation, devices should not forward traffic from one Virtual Channel to
another. The specification of constraints used to avoid deadlock in systems where devices forward
or translate transactions between Virtual Channels is outside the scope of this document (see
Appendix D for a discussion of relevant issues).

13 Satisfying the above rules is a necessary, but not sufficient condition to ensure deadlock free operation. Deadlock
free operation is dependent upon the system topology, the number of Virtual Channels supported and the configured
traffic class to Virtual Channel mappings. Specification of platform and system constraints to ensure deadlock free
operation is outside the scope of this specification (see Appendix D for a discussion of relevant issues).
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@ IMPLEMENTATION NOTE

Large Memory Reads vs. Multiple Smaller Memory Reads

Note that the rule associated with entry D5b in Table 2-24 ensures that for a single Memory Read
Request serviced with multiple Completions, the Completions will be returned in address order.
However, the rule associated with entry D5a permits that different Completions associated with
distinct Memory Read Requests may be returned in a different order than the issue order for the
Requests. For example, if a device issues a single Memory Read Request for 256 bytes from location
1000h, and the Request is returned using two Completions (see Section 2.3.1.1) of 128 bytes each, it
is guaranteed that the two Completions will return in the following order:

1" Completion returned: Data from 1000h to 107Fh.
2" Completion returned: Data from 1080h to 10FFh.

However, if the device issues two Memory Read Requests for 128 bytes each, first to location 1000h,
then to location 1080h, the two Completions may return in either order:

1" Completion returned: Data from 1000h to 107Fh.
2" Completion returned: Data from 1080h to 10FFh.
—or—

1" Completion returned: Data from 1080h to 10FFh.
2™ Completion returned: Data from 1000h to 107Fh.

2.4.2. Update Ordering and Granularity Observed by a
Read Transaction

If a Requester using a single transaction reads a block of data from a Completer, and the
Completer's data buffer is concurrently being updated, the ordering of multiple updates and
granularity of each update reflected in the data returned by the read is outside the scope of this
specification. This applies both to updates performed by PCI Express write transactions and
updates performed by other mechanisms such as host CPUs updating host memory.

If a Requester using a single transaction reads a block of data from a Completer, and the
Completer's data buffer is concurrently being updated by one or more entities not on the PCI
Express fabric, the ordering of multiple updates and granularity of each update reflected in the data
returned by the read is outside the scope of this specification.

As an example of update ordering, assume that the block of data is in host memory, and a host CPU
writes first to location A and then to a different location B. A Requester reading that data block
with a single read transaction is not guaranteed to observe those updates in order. In other words,
the Requester may observe an updated value in location B and an old value in location A, regardless
of the placement of locations A and B within the data block. Unless a Completer makes its own
guarantees (outside this specification) with respect to update ordering, a Requester that relies on
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update ordering must observe the update to location B via one read transaction before initiating a
subsequent read to location A to return its updated value.

As an example of update granularity, if a host CPU writes a QWORD to host memory, a Requester
reading that QWORD from host memory may observe a portion of the QWORD updated and
another portion of it containing the old value.

While not required by this specification, it is strongly recommended that host platforms guarantee
that when a host CPU writes aligned DWORDs or aligned QWORDs to host memory, the update
granularity observed by a PCI Express read will not be smaller than a DWORD.

@ IMPLEMENTATION NOTE

No Ordering Required Between Cachelines

A Root Complex serving as a Completer to a single Memory Read that requests multiple cachelines
from host memory is permitted to fetch multiple cachelines concurrently, to help facilitate multi-
cacheline completions, subject to Max_Payload_Size. No ordering relationship between these
cacheline fetches is required.

2.4.3. Update Ordering and Granularity Provided by a Write
Transaction

If a single write transaction containing multiple DWORDs and the Relaxed Ordering bit clear is
accepted by a Completer, the observed ordering of the updates to locations within the Completer's
data buffer must be in increasing address order. This semantic is required in case a PCI or PCI-X
Bridge along the path combines multiple write transactions into the single one. However, the
observed granularity of the updates to the Completer's data buffer is outside the scope of this
specification.

While not required by this specification, it is strongly recommended that host platforms guarantee
that when a PCI Express write updates host memory, the update granularity observed by a host
CPU will not be smaller than a DWORD.

As an example of update ordering and granularity, if a Requester writes a QWORD to host memory,
in some cases a host CPU reading that QWORD from host memory could observe the first
DWORD updated and the second DWORD containing the old value.

2.5. Virtual Channel (VC) Mechanism

The Virtual Channel (VC) mechanism provides support for carrying, throughout the fabric, traffic
that is differentiated using TC labels. The foundation of VCs are independent fabric resources
(queues/buffers and associated control logic). These resoutces are used to move information across
Links with fully independent flow-control between different VCs. This is key to solving the
problem of flow-control induced blocking where a single traffic flow may create a bottleneck for all
traffic within the system.
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Traftic is associated with VCs by mapping packets with particular T'C labels to their corresponding
VCs. The VC and MFVC mechanisms allow flexible mapping of TCs onto the VCs. In the
simplest form, TCs can be mapped to VCs on a 1:1 basis. To allow performance/cost tradeoffs,
PCI Express provides the capability of mapping multiple TCs onto a single VC. Section 2.5.2
covers details of TC to VC mapping.

A Virtual Channel is established when one or multiple TCs are associated with a physical VC
resource designated by VC ID. This process is controlled by configuration software as described in
Sections 6.3, 7.11, and 7.18.

Supportt for TCs and VCs beyond default TCO/VCO pait is optional. The association of TCO with
VCO is fixed, i.e., “hardwired,” and must be supported by all components. Therefore the baseline
TC/VC setup does not require any VC-specific hardware or software configuration. In order to
ensure interoperability, components that do not implement the optional Virtual Channel Capability
structure must obey the following rules:

O A Requester must only generate requests with TCO label. (Note that if the Requester initiates
requests with a TC label other than TCO, the requests may be treated as malformed by the
component on the other side of the Link that implements the extended VC capability and
applies TC filtering.)

O A Completer must accept requests with TC label other than TCO, and must preserve the TC
label, i.e., any completion that it generates must have the same T'C label as the label of the
request.

O A Switch must map all TCs to VCO and must forward all transactions regardless of the TC label.

A PCI Express Endpoint or Root Complex that intends to be a Requester that can issue requests
with TC label other than TCO must implement the Virtual Channel Capability structure, even if it
only supportts the default VC. This is required in order to enable mapping of TCs beyond the
default configuration. It must follow the TC/VC mapping rules according to the software
programming of the VC and MFVC Capability structures.

Figure 2-24 illustrates the concept of Virtual Channel. Conceptually, traffic that flows through VCs
is multiplexed onto a common physical Link resource on the Transmit side and de-multiplexed into
separate VC paths on the Receive side.

106



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

~ _Root Complex

~
N
N
N
N
\
\ /
\
\
\
\
\

=
VCO g VCn

y
~——

\ single Link :
with 2 VC's _\ :

i

Y Yy

Y
[ = = = [
Component | | Component| [ Component| | Component| | Component
C D E A B

-<<—> Default VC (VCO0)
~€----- > Another VC
OM13760

Figure 2-24: Virtual Channel Concept — An Illustration

Internal to the Switch, every Virtual Channel requires dedicated physical resources (queues/buffers
and control logic) that support independent traffic flows inside the Switch. Figure 2-25 shows
conceptually the VC resources within the Switch (shown in Figure 2-24) that are required to support
traffic flow in the Upstream direction.

Switch

OEea—— —
Downstream Upstream

Ports D_>I: Port
(Ve | CO/
‘ >
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Figure 2-25: Virtual Channel Concept — Switch Internals (Upstream Flow)
A multi-Function device may implement Virtual Channel resources similar to a subset of those in a

Switch, for the purpose of managing the QoS for Upstream requests from the different Functions to
the device’s Upstream Egress Port.
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@ IMPLEMENTATION NOTE
VC and VC Buffering Considerations

The amount of buffering beyond the architectural minimums per supported VC is implementation-
specific.

Buffering beyond the architectural minimums is not required to be identical across all VCs on a
given Link, i.e., an implementation may provide greater buffer depth for selected VCs as a function
of implementation usage models and other Link attributes, e.g., Link width and signaling.

Implementations may adjust their buffering per VC based on implementation-specific policies
derived from configuration and VC enablement, e.g., if a four VC implementation has only two VCs
enabled, the implementation may assign the non-enabled VC buffering to the enabled VCs to
improve fabric efficiency/performance by reducing the probability of fabric backpressure due to
Link-level flow control.

The number of VCs supported, and the associated buffering per VC per Port, are not required to be
the same for all Ports of a multi-Port component (a Switch or Root Complex).

2.5.1. Virtual Channel Identification (VC ID)

PCI Express Ports can support 1-8 Virtual Channels — each Port is independently
configured/managed therefore allowing implementations to vary the number of VCs supported per
Port based on usage model-specific requirements. These VCs are uniquely identified using the
Virtual Channel Identification (VC ID) mechanism.

Note that while DLLPs contain VC ID information for Flow Control accounting, TLPs do not.
The association of TLPs with VC ID for the purpose of Flow Control accounting is done at each
Port of the Link using TC to VC mapping as discussed in Section 2.5.2.

All Ports that support more than VCO must provide at least one VC Capability structure according
to the definition in Section 7.11. A multi-Function device is permitted to implement the MFVC
Capability structure, as defined in Section 7.18. Providing these extended structures are optional for
Ports that support only the default TCO/VCO configuration. Configuration software is responsible
for configuring Ports on both sides of the Link for a matching number of VCs. This is
accomplished by scanning the hierarchy and using VC or MFVC Capability registers associated with
Ports (that support more than default VCO) to establish the number of VCs for the Link. Rules for
assigning VC ID to VC hardware resources within a Port are as follows:

U VC ID assignment must be unique per Port — The same VC ID cannot be assigned to different
VC hardware resources within the same Port.

O VC ID assignment must be the same (matching in the terms of numbers of VCs and their IDs)
for the two Ports on both sides of a Link.

U If a multi-Function device implements an MEFVC Capability structure, its VC hardware resources
are distinct from the VC hardware resources associated with any VC Capability structures of its
Functions. The VC ID uniqueness requirement (first bullet above) still applies individually for
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the MVFC and any VC Capability structures. In addition, the VC ID cross-Link matching

requirement (second bullet above) applies for the MEVC Capability structure, but not the VC
Capability structures of the Functions.

O VCID 0 is assigned and fixed to the default VC.

2.5.2. TC to VC Mapping

Every Traffic Class that is supported must be mapped to one of the Virtual Channels. The mapping
of TCO to VCO is fixed.

The mapping of TCs other than TCO is system software specific. However, the mapping algorithm
must obey the following rules:

O One or multiple TCs can be mapped to a VC.

U One TC must not be mapped to multiple VCs in any Port or Endpoint Function.
U TC/VC mapping must be identical for Ports on both sides of a Link.

Table 2-25 provides an example of TC to VC mapping.

Table 2-25: TC to VC Mapping Example

Supported VC Configurations | TC/VC Mapping Options

VCO TC(0-7)/VCO

VCO0, VC1 TC(0-6)/VCO, TC7/VCA1

VCO0-VC3 TC(0-1)/VCO, TC(2-4)/VC1, TC(5-6)/VC2,
TC7/VC3

VCO0-VC7 TC[0:7)/VC[0:7]

Notes on conventions:
Q0 TCn/VCk = TCn mapped to VCk

O TC(n-m)/VCk = all TCs in the range n-m mapped to VCk (i.e., to the same VC)
Q TC[n:m]/VC[n:m] = TCn/VCn, TCn,,/ VCn, .., TCm/VCm
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Figure 2-26 provides a graphical illustration of TC to VC mapping in several different Link
configurations. For additional considerations on TC/VC, refer to Section 6.3.

TCJ[0:6]

Root
Complex

|

""""""""""" ! ! |

Endpoint = TCI[5:6]
TC[0:1]

TC[2:4]

___________________

TCI[5:6]

OM13762

Figure 2-26: An Example of TC /VC Configurations

2.5.3. VC and TC Rules

Here is a summary of key rules associated with the TC/VC mechanism:

O All devices must support the general purpose I/O Traffic Class, i.e., TCO and must implement
the default VCO.

Each Virtual Channel (VC) has independent Flow Control.
There are no ordering relationships required between different TCs
There are no ordering relationships required between different VCs

A Switch’s peer-to-peer capability applies to all Virtual Channels supported by the Switch.

U000 Do

A multi-Function device’s peer-to-peer capability between different Functions applies to all
Virtual Channels supported by the multi-Function device.

U

Transactions with a T'C that is not mapped to any enabled VC in an Ingress Port are treated as
Malformed TLPs by the receiving device.
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O For Switches, transactions with a TC that is not mapped to any of the enabled VCs in the target
Egress Port are treated as Malformed TLPs.

U For a Root Port, transactions with a TC that is not mapped to any of the enabled VCs in the
target RCRB are treated as Malformed TLPs.

O For multi-Function devices with an MFVC Capability structure, any transaction with a TC that is
not mapped to an enabled VC in the MFVC Capability structure is treated as a Malformed TLP.

O Switches must support independent TC/VC mapping configuration for each Port.

O A Root Complex must support independent TC/VC mapping configuration for each RCRB, the
associated Root Ports, and any Root Complex Integrated Endpoints.

For more details on the VC and TC mechanisms, including configuration, mapping, and arbitration,
refer to Section 6.3.

2.6. Ordering and Receive Buffer Flow Control

Flow Control (FC) is used to prevent overflow of Receiver buffers and to enable compliance with
the ordering rules defined in Section 2.4. Note that the Flow Control mechanism is used by the
Requester to track the queue/buffer space available in the agent across the Link as shown in
Figure 2-27. That is, Flow Control is point-to-point (across a Link) and not end-to-end. Flow
Control does not imply that a Request has reached its ultimate Completer.

Requester Intermediate Ultimate
Component(s) Completer

OM13776

Figure 2-27: Relationship Between Requester and Ultimate Completer

Flow Control is orthogonal to the data integrity mechanisms used to implement reliable information
exchange between Transmitter and Receiver. Flow Control can treat the flow of TLP information
from Transmitter to Receiver as perfect, since the data integrity mechanisms ensure that corrupted
and lost TLPs are corrected through retransmission (see Section 3.5).

Each Virtual Channel maintains an independent Flow Control credit pool. The FC information is
conveyed between two sides of the Link using DLLPs. The VC ID field of the DLLP is used to
carry the Virtual Channel Identification that is required for proper flow-control credit accounting.

Flow Control mechanisms used internally within a multi-Function device are outside the scope of
this specification.

Flow Control is handled by the Transaction Layer in cooperation with the Data Link Layer. The
Transaction Layer performs Flow Control accounting functions for Received TLPs and “gates” TLP
Transmissions based on available credits for transmission.
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Note: Flow Control is a function of the Transaction Layer and, therefore, the following types of
information transmitted on the interface are not associated with Flow Control Credits: LCRC,
Packet Framing Symbols, other Special Symbols, and Data Link Layer to Data Link Layer inter-
communication packets. An implication of this fact is that these types of information must be
processed by the Receiver at the rate they arrive (except as explicitly noted in this specification).

Also, any TLPs transferred from the Transaction Layer to the Data Link and Physical Layers must
have first passed the Flow Control “gate.” Thus, both Transmit and Receive Flow Control

mechanisms are unaware if the Data Link Layer transmits a TLP repeatedly due to errors on the
Link.

2.6.1. Flow Control Rules

In this and other sections of this specification, rules are described using conceptual “registers” that a
device could use in order to implement a compliant implementation. This description does not
imply or require a particular implementation and is used only to clarify the requirements.

U Flow Control information is transferred using Flow Control Packets (FCPs), which are a type of
DLLP (see Section 3.4)

The unit of Flow Control credit is 4 DW for data
For headers, the unit of Flow Control credit is one maximum-size header plus TLP digest

Each Virtual Channel has independent Flow Control

O 0000

Flow Control distinguishes three types of TLPs (note relationship to ordering rules — see
Section 2.4):

e DPosted Requests (P) — Messages and Memory Writes
e Non-Posted Requests (NP) — All Reads, I/O, and Configuration Writes
e Completions (CPL) — Associated with corresponding NP Requests

U In addition, Flow Control distinguishes the following types of TLP information within each of
the three types:

e Headers (H)
e Data (D)
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O Thus, there are six types of information tracked by Flow Control for each Virtual Channel, as
shown in Table 2-26.

Table 2-26: Flow Control Credit Types

Credit Type Applies to This Type of TLP Information
PH Posted Request headers

PD Posted Request Data payload

NPH Non-Posted Request headers

NPD Non-Posted Request Data payload

CPLH Completion headers

CPLD Completion Data payload

O TLPs consume Flow Control credits as shown in Table 2-27.

Table 2-27: TLP Flow Control Credit Consumption

TLP Credit Consumed?4
Memory, 1/0O, Configuration Read Request 1 NPH unit
Memory Write Request 1 PH + n PD units'S
I/0O, Configuration Write Request 1 NPH + 1 NPD
Note: size of data written is never more than 1
(aligned) DW
Message Requests without data 1 PH unit
Message Requests with data 1 PH + n PD units
Memory Read Completion 1 CPLH + n CPLD units
I/0O, Configuration Read Completions 1 CPLH unit + 1 CPLD unit
I/0O, Configuration Write Completions 1 CPLH unit

d Components must implement independent Flow Control for all Virtual Channels that are
supported by that component.

U Flow Control is initialized autonomously by hardware only for the default Virtual Channel (VCO)

e V(O is initialized when the Data Link Layer is in the DI_Init state following reset (see
Sections 3.2 and 3.3)

14 Each header credit implies the ability to accept a TLP Digest along with the corresponding TLP.

15 For all cases where “n” appears, n = Roundup(Length/FC unit size).
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When other Virtual Channels are enabled by software, each newly enabled VC will follow the
Flow Control initialization protocol (see Section 3.3)

e Software enables a Virtual Channel by setting the VC Enable bits for that Virtual Channel in
both components on a Link (see Sections 7.11 and 7.18)

Note: It is possible for multiple VCs to be following the Flow Control initialization protocol
simultaneously — each follows the initialization protocol as an independent process

Software disables a Virtual Channel by clearing the VC Enable bits for that Virtual Channel in
both components on a Link

e Disabling a Virtual Channel for a component resets the Flow Control tracking mechanisms
for that Virtual Channel in that component

InitFC1 and InitFC2 FCPs are used only for Flow Control initialization (see Section 3.3)

An InitFC1, InitFC2, or UpdateFC FCP that specifies a Virtual Channel that is disabled is
discarded without effect

During FC initialization for any Virtual Channel, including the default VC initialized as a part of
Link initialization, Receivers must initially advertise VC credit values equal to or greater than
those shown in Table 2-28.

Table 2-28: Minimum Initial Flow Control Advertisements!6

Credit Type Minimum Advertisement
PH 1 unit — credit value of 01h
PD Largest possible setting of the Max_Payload_Size for the

component divided by FC Unit Size. For a multi-Function
device, this includes all Functions in the device.

Example: If the largest Max_Payload_Size value supported is
1024 bytes, the smallest permitted initial credit value would be

040h.
NPH 1 unit — credit value of 01h
NPD 1 unit — credit value of 01h
CPLH Root Complex (supporting peer-to-peer traffic between all Root

Ports) and Switch: 1 FC unit - credit value of 01h

Root Complex (not supporting peer-to-peer traffic between all
Root Ports) and Endpoint: infinite FC units - initial credit value of
all 0s7

16 pC| Express to PCI/PCI-X Bridge requirements are addressed in the PCI Express to PCI/PCI-X Bridge
Specification, Revision 1.0.

17 This value is interpreted as infinite by the Transmitter, which will, therefore, never throttle.

114



10

15

20

25

PCI EXPRESS BASE SPECIFICATION, REV. 2.0

Credit Type Minimum Advertisement

CPLD Root Complex (supporting peer-to-peer traffic between all Root
Ports) and Switch: Largest possible setting of the
Max_Payload_Size for the component divided by FC Unit Size.,

Root Complex (not supporting peer-to-peer traffic between all
Root Ports) and Endpoint: infinite FC units - initial credit value of
all Os

A Root Complex that does not support peet-to-peer traffic between all Root Ports must
advertise infinite Completion credits.

A Root Complex that supports peer-to-peer traffic between all Root Ports may optionally
advertise non-infinite Completion credits. In this case, the Root Complex must ensure that
deadlocks are avoided and forward progress is maintained for completions directed towards the
Root Complex. Note that temporary stalls of completion traffic (due to a temporary lack of

credit) are possible since Non-Posted requests forwarded by the RC may not have explicitly
allocated completion buffer space.

A Receiver must never cumulatively issue more than 2047 outstanding unused credits to the
Transmitter for data payload or 127 for header.

e Components may optionally check for violations of this rule. If a component implementing

this check determines a violation of this rule, the violation is a Flow Control Protocol Error
(FCPE).

¢ If checked, this is a reported error associated with the Receiving Port (see Section 6.2)

If an Infinite Credit advertisement (value of 00Oh or 000h) has been made during initialization, no
Flow Control updates are required following initialization.

e If UpdateFC DLLPs are sent, the credit value fields must be set to zero and must be ignored
by the Receiver. The Receiver may optionally check for non-zero update values (in violation

of this rule). If a component implementing this check determines a violation of this rule, the
violation is a Flow Control Protocol Error (FCPE)

¢ If checked, this is a reported error associated with the Receiving Port (see Section 6.2)

If only the Data or header advertisement (but not both) for a given type (N, NP, or CPL) has
been made with infinite credits during initialization, the transmission of UpdateFC DLLPs is still
requited, but the credit field corresponding to the Data/header (advertised as infinite) must be
set to zero and must be ignored by the Receiver.

e The Receiver may optionally check for non-zero update values (in violation of this rule). If a
Receiver implementing this check determines a violation of this rule, the violation is a Flow
Control Protocol Error (FCPE)

¢ If checked, this is a reported error associated with the Receiving Port (see Section 6.2)
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O A received TLP using a VC that is not enabled is a Malformed TLP
e VCO is always enabled

e For VCs 1-7,a VC s considered enabled when the corresponding VC Enable bit in the VC
Resource Control register has been set to 1b, and once FC negotiation for that VC has
exited the FC_INIT1 state and progressed to the FC_INIT2 state (see Section 3.3)

e This is a reported error associated with the Receiving Port (see Section 6.2)

O TLP transmission using any VC 0-7 is not permitted until initialization for that VC has
completed by exiting FC_INIT?2 state

For VCs 1-7, software must use the VC Negotiation Pending bit in the VC Resource Status register
to ensure that a VC is not used until negotiation has completed by exiting the FC_INIT?2 state in
both components on a Link.

2.6.1.1. FC Information Tracked by Transmitter

U For each type of information tracked, there are two quantities tracked for Flow Control TLP
Transmission gating:
e CREDITS_CONSUMED

¢ Count of the total number of FC units» Co_nsurned by TLP Transmissions made since
Flow Control initialization, modulo 2" (where [Field Size] is 8 for PH, NPH, and
CPLH and 12 for PD, NPD and CPLD).

¢ Set to all 0’s at interface initialization

¢ Updated for each TLP the Transaction Layer allows to pass the Flow Control gate for
Transmission

m  Updated as shown:
CREDITS_CONSUMED :=
(CREDITS_CONSUMED + Increment) mod 2%

Where Increment is the size in FC credits of the corresponding part of the TLP
passed through the gate, and [Field Size] is 8 for PH, NPH, and CPLH and 12 for
PD, NPD, and CPLD
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e CREDIT_LIMIT

4 The most recent number of FC units legally advertised by the Receiver. This quantity
represents the total number of FC credits made available by the Receiver since Flow
Control initialization, , modulo 2*** (where [Field Size] is 8 for PH, NPH, and CPL.H
and 12 for PD, NPD, and CPLD).

¢ Undefined at interface initialization
¢ Set to the value indicated during Flow Control initialization
4 For each FC update received,
m if CREDIT_LIMIT is not equal to the update value, set CREDIT_LIMIT to update

value

U The Transmitter gating function must determine if sufficient credits have been advertised to

permit the transmission of a given TLP. If the Transmitter does not have enough credits to
transmit the TLP, it must block the transmission of the TLP, possibly stalling other TLPs that
are using the same Virtual Channel. The Transmitter must follow the ordering and deadlock
avoidance rules specified in Section 2.4, which require that certain types of TLPs must bypass
other specific types of TLPs when the latter are blocked. Note that TLPs using different Virtual
Channels have no ordering relationship, and must not block each other.

The Transmitter gating function test is performed as follows:

e TFor each required type of credit, the number of credits required is calculated as:
CUMULATIVE_CREDITS_REQUIRED =

(CREDITS_CONSUMED + o
<credit units required for pending TLP>) mod 2"

e Unless CREDIT_LIMIT was specified as “infinite” during Flow Control initialization, the
Transmitter is permitted to Transmit a TLP if, for each type of information in the TLP, the
following equation is satisfied (using unsigned arithmetic):

(CREDIT_LIMIT — o
CUMULATIVE_CREDITS_REQUIRED) mod 25

<= 2[Ficld Size] / 2

If CREDIT_LIMIT was specified as “infinite” during Flow Control initialization, then the
gating function is unconditionally satisfied for that type of credit.

Note that some types of Transactions require more than one type of credit. (For example,
Memory Write requests require PH and PD credits.)

When accounting for credit use and return, information from different TLPs is never mixed
within one credit.

When some TLP is blocked from Transmission by a lack of FC Credit, Transmitters must follow
the ordering rules specified in Section 2.4 when determining what types of TLPs must be
permitted to bypass the stalled TLP.

The return of FC credits for a Transaction must not be interpreted to mean that the Transaction
has completed or achieved system visibility.
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e Flow Control credit return is used for receive buffer management only, and agents must not
make any judgment about the Completion status or system visibility of a Transaction based
on the return or lack of return of Flow Control information.

O When a Transmitter sends a nullified TLP (with inverted LCRC and using EDB as the end
Symbol), the Transmitter does not modify CREDITS_CONSUMED for that TLP (see
Section 3.5.2.1)

2.6.1.2. FC Information Tracked by Receiver
O For each type of information tracked, the following quantities are tracked for Flow Control TLP
Receiver accounting:

e CREDITS_ALLOCATED

¢ Count of the tptal number of credits granted to the Transmitter since initialization,
modulo 2% (where [Field Size] is 8 for PH, NPH, and CPLH and 12 for PD, NPD
and CPLD)

¢ Initially set according to the buffer size and allocation policies of the Receiver
¢ This value is included in the InitFC and UpdateFC DLLPs (see Section 3.4)

¢ Incremented as the Receiver Transaction Layer makes additional receive buffer space
available by processing Received TLPs

m  Updated as shown:
CREDITS_ALLOCATED :=
(CREDITS_ALLOCATED + Increment) mod 274

Where Increment corresponds to the credits made available, and [Field Size] is 8 for
PH, NPH, and CPLH and 12 for PD, NPD, and CPLD

e CREDITS_RECEIVED (Optional — for optional error check described below)

¢ Count of the total number of FC un_its consumed by valid TLPs Received since Flow
Control initialization, modulo 2% (where [Field Size] is 8 for PH, NPH, and CPLH
and 12 for PD, NPD and CPLD)

¢ Set to all 0’s at interface initialization
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¢ Updated as shown:
CREDITS_RECEIVED :=
(CREDITS_ RECEIVED + Increment) mod 2145
(Where Increment corresponds to the credits made available, and [Field Size] is 8 for
PH, NPH, and CPLH and 12 for PD, NPD, and CPLD)
for each Received TLP, provided that TLP:
m passes the Data Link Layer integrity checks

m is not malformed or (optionally ) is malformed and is not ambiguous with respect to
which buffer to release and is mapped to an initialized Virtual Channel

m  does not consume more credits than have been allocated (see following rule)

U If a Receiver implements the CREDITS_RECEIVED countet, then when a nullified TLP (with

inverted LCRC and using EDB as the end Symbol) is received, the Receiver does not modify
CREDITS_RECEIVED for that TLP (see Section 3.5.2.1)

A Receiver may optionally check for Receiver Overflow errors (TLPs exceeding
CREDITS_ALLOCATED), by checking the following equation, using unsigned arithmetic:

(CREDITS_ALLOCATED - CREDITS_RECEIVED) mod 2%
>= Z[Field Size] /2
If the check is implemented and this equation evaluates as true, the Receiver must:
e discard the TLP(s) without modifying the CREDITS_RECEIVED

e de-allocate any resources which it had allocated for the TLP(s)
If checked, this is a reported error associated with the Receiving Port (see Section 6.2)

Note: Following a Receiver Overflow error, Receiver behavior is undefined, but it is encouraged
that the Receiver continues to operate, processing Flow Control updates and accepting any
TLPs which do not exceed allocated credits.

For non-infinite NPH, NPD, PH, and CPLH types, an UpdateFC FCP must be scheduled for
Transmission each time the following sequence of events occurs:

e all advertised FC units for a particular type of credit are consumed by TLPs received

e one or more units of that type are made available by TLPs processed

For non-infinite PD and CPLD types, when the number of available credits is less than
Max_Payload_Size, an UpdateFC FCP must be scheduled for Transmission each time one or
more units of that type are made available by TLPs processed

e For a multi-Function device whose Max_Payload_Size settings are identical across all
Functions, the common Max_Payload_Size setting or larger must be used.

e For a multi-Function device whose Max_Payload_Size settings are not identical across all
Functions, the selected Max_Payload_Size setting is implementation specific, but it is
recommended to use the largest Max_Payload_Size setting across all Functions.
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U UpdateFC FCPs may be scheduled for Transmission morte frequently than is required

O When the Link is in the LO or LOs Link state, Update FCPs for each enabled type of non-infinite
FC credit must be scheduled for transmission at least once every 30 us
(-0%/+50%), except when the Extended Sync bit of the Control Link register is set, in which
5 case the limit is 120 ps (-0%/+50%).

e A timeout mechanism may optionally be implemented. If implemented, such a mechanism
must:

¢ Dbe active only when the Link is in the L.O or LOs Link state

¢ use a timer with a limit of 200 us (-0%/+50%), where the timer is reset by the receipt of
10 any Init or Update FCP. Alternately, the timer may be reset by the receipt of any DLLP
(see Section 3.4)

¢ upon timer expiration, instruct the Physical Layer to retrain the Link (via the LTSSM
Recovery state, Section 4.2.6.4)

4 if an Infinite Credit advertisement has been made during initialization for all three Flow
15 Control classes, this timeout mechanism must be disabled

Note: The implementation of this optional mechanism is strongly encouraged. It is anticipated
that future revisions of this specification may change this mechanism from optional to required.

@ IMPLEMENTATION NOTE

Use of “Infinite” FC Advertisement

For a given implementation it is possible that not all of the queue types need to be physically
implemented in hardware for all Virtual Channels. For example, since Non-Posted Writes are only

20 allowed on Virtual Channel 0, there is no need to implement a Non-Posted Data queue for Virtual
Channels other than VCO. For unimplemented queues, the Receiver can eliminate the need to
present the appearance of tracking Flow Control credits by advertising infinite Flow Control credits
during initialization.
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@ IMPLEMENTATION NOTE

Flow Control Update Frequency

For components subject to receiving streams of TLPs, it is desirable to implement receive buffers
larger than the minimum size required to prevent Transmitter throttling due to lack of available
credits. Likewise, UpdateFC FCPs must be returned such that the time required to send, receive and
process the UpdateFC is sufficient. Table 2-29 and Table 2-30 show recommended values for the
frequency of transmission during normal operation based on Link Width and Max_Payload_Size
values for operation in 2.5 GT/s mode and 5.0 GT/s mode, respectively. Note that the values given
in Table 2-29 and Table 2-30 do not account for any delays caused by the Receiver or Transmitter
being in L0s. For improved performance and/or power-saving, it may be desirable to use a Flow
Control update policy that is more sophisticated than a simple timer. Any such policy is
implementation specific, and beyond the scope of this document.

The values are calculated as a function of the largest TLP payload size and Link width. The values
are measured at the Port of the TLP Receiver, starting with the time the last Symbol of a TLP in
received to the first Symbol of the UpdateFFC DLLP being transmitted. The values are calculated
using the formula:

(Max _ Payload _ Size +TLPOverhead )*UpdateFactor

- - +InternalDelay
LinkWidth

where:

Max_Payload_Size The value in the Max_Payload_Size field of the Device Control
register. For a multi-Function device, it is recommended that the
smallest Max_Payload_Size setting across all Functions is used.

TLP Overhead Represents the additional TLP components which consume Link
bandwidth (header, LCRC, framing Symbols) and is treated here as
a constant value of 28 Symbols

UpdateFactor Represents the number of maximum size TLPs sent during the
time between UpdateFC receptions, and is used to balance Link
bandwidth efficiency and receive buffer sizes — the value varies
according to Max_Payload_Size and Link width, and is included in

Table 2-29
LinkWidth The operating width of the Link
InternalDelay Represents the internal processing delays for received TLPs and

transmitted DLLPs, and is treated here as a constant value of 19
Symbol Times for 2.5 GT/s mode operation (19 times 4 ns) and 70
Symbol Times for 5.0 GT/s mode operation (70 times 2 ns)
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Table 2-29: UpdateFC Transmission Latency Guidelines for 2.5 GT /s Mode Operation by

Link Width and Max Payload (Symbol Times)
Link Operating Width

x1 X2 x4 x8 x12 x16 x32

—~ 128 237 128 73 67 58 48 33
§ UF=14 | UF=14 [ UF=14 [ UF=25 [ UF=3.0 [ UF=3.0 | UF=3.0

2 256 416 217 118 107 90 72 45
b UF=14 | UF=14 | UF=14 | UF=25 | UF=3.0 [ UF=3.0 | UF=3.0

N 512 559 289 154 86 109 86 52
9, UF=10| UF=10 | UF=1.0 | UF=1.0 [ UF=20 [ UF=2.0 | UF=20

I 1024 1071 545 282 150 194 150 84
g UF=10| UF=10 | UF=10 | UF=1.0 | UF=20 [ UF=20 | UF=20

3 2048 2095 1057 538 278 365 278 148
I UF=10| UF=10 | UF=1.0 | UF=1.0 [ UF=20 [ UF=2.0 | UF=20

g 4096 4143 2081 1050 534 706 534 276
UF=10| UF=10 | UF=10 | UF=10 | UF=20 [ UF=20 | UF=20

Table 2-30: UpdateFC Transmission Latency Guidelines for 5.0 GT /s Mode Operation by
Link Width and Max Payload (Symbol Times)

Link Operating Width
x1 x2 x4 x8 x12 x16 x32
— 128 288 179 124 118 109 99 84
§ UF=14 | UF=14 | UF=14 | UF=25 | UF=3.0 | UF=3.0 | UF=3.0
2 256 467 268 169 158 141 123 96
e UF=14 | UF=14 | UF=14 | UF=25 | UF=3.0 | UF=3.0 | UF=3.0
N 512 610 340 205 137 160 137 103
P, UF=10 | UF=10 | UF=10 | UF=10 | UF=20 | UF=20 | UF=2.0
ks 1024 1122 596 333 201 245 201 135
% UF=10 | UF=10 | UF=10 | UF=10 | UF=20 | UF=20 | UF=2.0
s 2048 2146 1108 589 329 416 329 199
| UF=10 | UF=10 | UF=10 | UF=10 | UF=20 | UF=2.0 | UF=2.0
é 4096 4194 2132 1101 585 757 585 327
UF=10 | UF=10 | UF=10 | UF=10 | UF=20 | UF=20 | UF=2.0
2.7. Data Integrity

The basic data reliability mechanism in PCI Express is contained within the Data Link Layer, which
uses a 32-bit CRC (LCRC) code to detect errors in TLPs on a Link-by-Link basis, and applies a
Link-by-Link retransmit mechanism for error recovery. A TLP is a unit of data and transaction
control that is created by a data-source at the “edge” of the PCI Express domain (such as an
Endpoint or Root Complex), potentially routed through intermediate components (i.e., Switches)
and consumed by the ultimate PCI Express recipient. As a TLP passes through a Switch, the Switch
may need to change some control fields without modifying other fields that should not change as
the packet traverses the path. Therefore, the LCRC is regenerated by Switches. Data corruption
may occur internally to the Switch, and the regeneration of a good LCRC for corrupted data masks
the existence of errors. To ensure end-to-end data integrity detection in systems that require high
data reliability, a Transaction Layer end-to-end 32-bit CRC (ECRC) can be placed in the TLP Digest
field at the end of a TLP. The ECRC covers all fields that do not change as the TLP traverses the
path (invariant fields). The ECRC is generated by the Transaction Layer in the source component,
and checked (if supported) by the ultimate PCI Express Receiver and optionally by intermediate
Receivers. A Switch that supports ECRC checking must check ECRC on TLPs targeting the Switch
itself. Such a Switch can optionally check ECRC on TLPs that it forwards. On TLPs that the
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Switch forwards, the Switch must preserve the ECRC (forward it untouched) as an integral part of
the TLP, regardless of whether the Switch checks the ECRC or if the ECRC check fails.

In some cases, the data in a TLP payload is known to be corrupt at the time the TLP is generated, or
may become corrupted while passing through an intermediate component, such as a Switch. In
these cases, error forwarding, also known as data poisoning, can be used to indicate the corruption
to the device consuming the data.

2.7.1. ECRC Rules

The capability to generate and check ECRC is reported to software, and the ability to do so is
enabled by software (see Section 7.10.7).

U If a device Function is enabled to generate ECRC, it must calculate and apply ECRC for all
TLPs originated by the Function

O Switches must pass TLPs with ECRC unchanged from the Ingress Port to the Egtress Port

U

If a device supports ECRC generation/checking, at least one of its Functions must support
Advanced Error Reporting (see Section 6.2)

U Ifa device Function is enabled to check ECRC, it must do so for all TLPs with ECRC where the
device is the ultimate PCI Express Receiver

e Note that it is still possible for the Function to receive TLPs without ECRC, and these are
processed normally — this is not an error

Note that a Switch may optionally perform ECRC checking on TLPs passing through the Switch.
ECRC Errors detected by the Switch are reported as described in Table 6-4, but do not alter the
TLPs’ passage through the Switch.

A 32-bit ECRC is calculated for the entire TLP (header and data payload) using the following
algorithm and appended to the end of the TLP (see Figure 2-3):

O The ECRC value is calculated using the following algorithm (see Figure 2-28).
The polynomial used has coefficients expressed as 04C1 1DB7h
The seed value (initial value for ECRC storage registers) is FFFF FFFFh

U 0o

All invariant fields of the TLP header and the entire data payload (if present) are included in the
ECRC calculation, all bits in variant fields must be set to 1b for ECRC calculations.

e Bit 0 of the Type field is variant18
e The EP field is variant
e all other fields are invariant

U ECRC calculation starts with bit 0 of byte 0 and proceeds from bit 0 to bit 7 of each byte of the
TLP

18 Bit 0 of the Type field changes when a Configuration Request is changed from Type 1 to Type 0.
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O The result of the ECRC calculation is complemented, and the complemented result bits are
mapped into the 32-bit TLP Digest field as shown in Table 2-31.

Table 2-31: Mapping of Bits into ECRC Field

ECRC Result Bit Corresponding Bit Position in the
32-bit TLP Digest Field

0 7

1 6

2 5

3 4

4 3

5 2

6 1

7 0

8 15
9 14
10 13
11 12
12 11
13 10
14 9

15 8

16 23
17 22
18 21
19 20
20 19
21 18
22 17
23 16
24 31
25 30
26 29
27 28
28 27
29 26
30 25
31 24
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O The 32-bit ECRC value is placed in the TLP Digest field at the end of the TLP (see Figure 2-3)

O For TLPs including a TLP Digest field used for an ECRC value, Receivers which support end-
to-end data integrity checking, check the ECRC value in the TLP Digest field by:

e applying the same algorithm used for ECRC calculation (above) to the received TLP, not
including the 32-bit TLP Digest field of the received TLP

e comparing the calculated result with the value in the TLP Digest field of the received TLP

O Receivers which support end-to-end data integrity checks report violations as an ECRC Error.
This reported error is associated with the receiving Port (see Section 6.2).

How ultimate PCI Express Receivers make use of the end-to-end data integrity check provided
through the ECRC is beyond the scope of this document. Intermediate Receivers are still
requited to forward TLPs whose ECRC checks fail. A PCI Express-to-PCI/PCI-X Bridge is
classified as an ultimate PCI Express Receiver with regard to ECRC checking.
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Figure 2-28: Calculation of 32-bit ECRC for TLP End to End Data Integrity Protection
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@ IMPLEMENTATION NOTE

Protection of TD Bit Inside Switches

It is of utmost importance that Switches insure and maintain the integrity of the TD bit in TLPs that
they receive and forward (i.e., by applying a special internal protection mechanism), since corruption
of the TD bit will cause the ultimate target device to misinterpret the presence or absence of the
TLP digest field.

Similarly, it is highly recommended that Switches provide internal protection to other variant fields
in TLPs that they receive and forward, as the end-to-end integrity of variant fields is not sustained
by the ECRC.

@ IMPLEMENTATION NOTE

Data Link Layer Does Not Have Internal TLP Visibility

Since the Data Link Layer does not process the TLP header (it determines the start and end of the
TLP based on indications from the Physical Layer), it is not aware of the existence of the TLP
Digest field, and simply passes it to the Transaction Layer as a part of the TLP.

2.7.2. Error Forwarding

Error Forwarding (also known as data poisoning), is indicated by setting the EP field to 1b. The
rules for doing this are specified in Section 2.7.2.2. Here are some examples of cases where Error
Forwarding might be used:

O Example #1: A read from main memory encounters uncotrectable error
U Example #2: Parity error on a PCI write to main memory

U Example #3: Data integrity error on an internal data buffer or cache.

2.7.2.1. Error Forwarding Usage Model

O Error Forwarding is only used for Read Completion Data or Write Data, never for the cases
when the etror is in the “headetr” (request phase, address/command, etc.).
Requests/Completions with header errors cannot be forwarded in general since true destination
cannot be positively known and, therefore, forwarding may cause direct or side effects such as
data corruption, system failures, etc.

O Error Forwarding is used for controlled propagation of errors through the system, system
diagnostics, etc.
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O Note that Error forwarding does not cause Link Layer Retry — Poisoned TLPs will be retried
only if there are transmission errors on the Link as determined by the TLP error detection
mechanisms in the Data Link Layer.

e The Poisoned TLP may ultimately cause the originator of the request to re-issue it (at the
Transaction Layer or above) in the case of read operation or to take some other action.
Such use of Error Forwarding information is beyond the scope of this specification.

2.7.2.2. Rules For Use of Data Poisoning

O Support for TLP poisoning in a Transmitter is optional.

U Data poisoning applies only to the data within a Write Request (Posted or Non-Posted) or a
Read Completion.

e DPoisoning of a TLP is indicated by a 1b value in the EP field

e Transmitters are permitted to set the EP field to 1b only for TLPs that include a data
payload. The behavior of the receiver is not specified if the EP bit is set for any TLP that
does not include a data payload.

QO If a Transmitter supports data poisoning, TLPs that are known to the Transmitter to include bad

data must use the poisoning mechanism defined above.

O Receipt of a Poisoned TLP is a reported etror associated with the Receiving Function (see
Section 6.2)

U A Poisoned Configuration Write Request must be discarded by the Completer, and a
Completion with a Completion Status of UR is returned (see Section 2.2.9).

e A Switch must route a Poisoned Configuration Write Request in the same way it would
route a non-Poisoned Request, unless the Request addresses the Configuration Space of the
Switch itself, in which case the Switch is the Completer for the Request and must follow the
above rule.

O A Poisoned I/O or Memory Write Request, or a Message with data (except for vendor-defined
Messages), that addresses a control register or control structure in the Completer must be
handled as an Unsupported Request (UR) by the Completer (see Section 2.2.9).

e A Switch must route a Poisoned I/O or Memory Write Request or Message with data in the
same way it would route the same Request if it were not poisoned, unless the Request
addresses a control register or control structure of the Switch itself, in which case the Switch
is the Completer for the Request and must follow the above rule.

For some applications it may be desirable for the Completer to use poisoned data in Write Requests
which do not target control registers or control structures — such use is not forbidden. Similarly, it
may be desirable for the Requester to use data marked poisoned in Completions — such use is also
not forbidden. The appropriate use of poisoned information is application specific, and is not
discussed in this document.

This document does not define any mechanism for determining which part or parts of the data
payload of a Poisoned TLP are actually corrupt and which, if any, are not corrupt.
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2.8. Completion Timeout Mechanism

In any split transaction protocol, there is a risk associated with the failure of a Requester to receive
an expected Completion. To allow Requesters to attempt recovery from this situation in a standard
manner, the Completion Timeout mechanism is defined. This mechanism is intended to be
activated only when there is no reasonable expectation that the Completion will be returned, and
should never occur under normal operating conditions. Note that the values specified here do not
reflect expected service latencies, and must not be used to estimate typical response times.

PCI Express device Functions that issue Requests requiring Completions must implement the
Completion Timeout mechanism. An exception is made for Configuration Requests (see below).
The Completion Timeout mechanism is activated for each Request that requires one or more
Completions when the Request is transmitted. Since Switches do not autonomously initiate
Requests that need Completions, the requirement for Completion Timeout support is limited only
to Root Complexes, PCI Express-PCI Bridges, and Endpoints.

The Completion Timeout mechanism may be disabled by configuration software. The Completion
Timeout limit is set in the Completion Timeout Value field of the Device Control 2 register. Refer
to Section 7.8.16. A Completion Timeout is a reported error associated with the Requester Function
(see Section 6.2).

Note: A Memory Read Request for which there are multiple Completions must be considered
completed only when all Completions have been received by the Requester. If some, but not all,
requested data is returned before the Completion Timeout timer expires, the Requester is permitted
to keep or to discard the data that was returned prior to timer expiration.

Completion timeouts for Configuration Requests have special requirements for the support of PCI
Express to PCI/PCI Express bridges. PCI Express to PCI/PCI-X Bridges, by default, are not
enabled to return Configuration Request Retry Status (CRS) for Configuration Requests to a
PCI/PCI-X device behind the Bridge. This may result in lengthy completion delays that must be
comprehended by the Completion Timeout value in the Root Complex. System software may
enable PCI Express to PCI/PCI-X Bridges to return Configuration Request Retry Status by setting
the Bridge Configuration Retry Enable bit in the Device Control register, subject to the restrictions
noted in the PCI Express to PC1/PCI-X Bridge Specification, Revision 1.0.
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2.9. Link Status Dependencies

2.9.1. Transaction Layer Behavior in DL_Down Status

DL_Down status indicates that there is no connection with another component on the Link, or that
the connection with the other component has been lost and is not recoverable by the Physical or
Data Link Layers. This section specifies the Transaction Layer’s behavior when the Data Link Layer
reports DL._Down status to the Transaction Layer, indicating that the Link is non-operational.

O For a Port with DI._Down status, the Transaction Layer is not required to accept received TLPs
from the Data Link Layer, provided that these TLPs have not been acknowledged by the Data
Link Layer. Such TLPs do not modify receive Flow Control credits.

For a Downstream Port, DI._Down status is handled by:

QO initializing back to their default state any buffers or internal states associated with outstanding
requests transmitted Downstream

e Note: Port configuration registers must not be affected, except as required to update status
associated with the transition to DL._ Down

O for Non-Posted Requests, forming completions for any Requests submitted by the device core
for Transmission, returning Unsupported Request Completion Status, then discarding the
Requests

e This is a reported error associated with the Function for the (virtual) Bridge associated with
the Port (see Section 6.2). For Root Ports, the reporting of this error is optional.

e Non-Posted Requests already being processed by the Transaction Layer, for which it may
not be practical to return Completions, are discarded

Note: This is equivalent to the case where the Request had been Transmitted but not yet
Completed before the Link status became DL_Down

¢ These cases are handled by the Requester using the Completion Timeout mechanism

Note: The point at which a Non-Posted Request becomes “uncompletable” is implementation
specific.

O The Port must terminate any PME Turn_Off handshake Requests targeting the Port in such a
way that the Port is considered to have acknowledged the PME_Turn_Off request (see the
Implementation Note in Section 5.3.3.2.1).
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QO for all other Posted Requests, discarding the Requests

e This is a reported error associated with the Function for the (virtual) Bridge associated with
the Port (see Section 6.2), and must be reported as an Unsupported Request. For Root
Ports, the reporting of this error is optional.

5 e For a Posted Request already being processed by the Transaction Layer, the Port is
permitted not to report it.

Note: This is equivalent to the case where the Request had been Transmitted before the
Link status became DI._Down

Note: The point at which a Posted Request becomes “unreportable” is implementation specific.
10 discarding all Completions submitted by the device core for Transmission
For an Upstream Port, DI._Down status is handled as a reset by:

QO returning all PCI Express-specific registers, state machines and externally obsetvable state to the
specified default or initial conditions (except for registers defined as sticky — see Section 7.4)

O discarding all TLPs being processed

15 A (for Switch and Bridge) propagating hot reset to all other Ports

2.9.2. Transaction Layer Behavior in DL_Up Status

O DL_Up status indicates that a connection has been established with another component on the
associated Link. This section specifies the Transaction Layer’s behavior when the Data Link
Layer reports entry to the DL_Up status to the Transaction Layer, indicating that the Link is
operational. The Transaction layer of a Port with DL._Up Status must accept received TLPs that
20 conform to the other rules of this specification.

For a Downstream Port on a Root Complex or a Switch:

O When transitioning from a non-DI._Up Status to a DI._Up Status, the Port must initiate the
transmission of a Set_Slot_Power_Limit Message to the other component on the Link to convey
the value programmed in the Slot Power Limit Scale and Value fields of the Slot Capabilities

25 register. This Transmission is optional if the Slot Capabilities register has not yet been
initialized.
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3. Data Link Layer Specification

The Data Link Layer acts as an intermediate stage between the Transaction Layer and the Physical
Layer. Its primary responsibility is to provide a reliable mechanism for exchanging Transaction
Layer Packets (TLPs) between the two components on a Link.

3.1. Data Link Layer Overview

@ Described in Text

Logical Sub-block
Electrical Sub-block

e N N
Transaction Transaction
N J J
(@ @) (@ ®)
Data Link Data Link
\ J J
Physical Physical

Logical Sub-block
Electrical Sub-block

X )

___ RX ™ ) U RX

OM13778

Figure 3-1: Layering Diagram Highlighting the Data Link Layer

The Data Link Layer is responsible for reliably conveying Transaction Layer Packets (TLPs)
5 supplied by the Transaction Layer across a PCI Express Link to the other component’s Transaction
Layer. Services provided by the Data Link Layer include:

Data Exchange:

O Accept TLPs for transmission from the Transmit Transaction Layer and convey them to the
Transmit Physical Layer

10 Accept TLPs received over the Link from the Physical Layer and convey them to the Receive
Transaction Layer
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Error Detection and Retry:

TLP Sequence Number and LCRC generation

Transmitted TLP storage for Data Link Layer Retry

Data integrity checking for TLPs and Data Link Layer Packets (DLLPs)

Positive and negative acknowledgement DLLPs

U000 o

Error indications for error reporting and logging mechanisms

O Link Acknowledgement Timeout replay mechanism

Initialization and power management:

U Track Link state and convey active/reset/disconnected state to Transaction Layer

Data Link Layer Packets (DLLPs) are:

O used for Link Management functions including TLP acknowledgement, power management, and
exchange of Flow Control information.

O transferred between Data Link Layers of the two directly connected components on a Link

DLLPs are sent point-to-point, between the two components on one Link. TLPs are routed from
one component to another, potentially through one or more intermediate components.

Data Integrity checking for DLLPs and TLPs is done using a CRC included with each packet sent
across the Link. DLLPs use a 16-bit CRC and TLPs (which can be much longer than DLLPs) use a
32-bit LCRC. TLPs additionally include a sequence number, which is used to detect cases where
one or more entire TLPs have been lost.

Received DLLPs which fail the CRC check are discarded. The mechanisms which use DLLPs may
suffer a performance penalty from this loss of information, but are self-repairing such that a
successive DLLP will supersede any information lost.

TLPs which fail the data integrity checks (LCRC and sequence number), or which are lost in
transmission from one component to another, are re-sent by the Transmitter. The Transmitter
stores a copy of all TLPs sent, re-sending these copies when required, and purges the copies only
when it receives a positive acknowledgement of error-free receipt from the other component. If a
positive acknowledgement has not been received within a specified time period, the Transmitter will
automatically start re-transmission. The Receiver can request an immediate re-transmission using a
negative acknowledgement.

The Data Link Layer appears as an information conduit with varying latency to the Transaction
Layer. On any given individual Link all TLPs fed into the Transmit Data Link Layer (1 and 3) will
appear at the output of the Receive Data Link Layer (2 and 4) in the same order at a later time, as
illustrated in Figure 3-1. The latency will depend on a number of factors, including pipeline
latencies, width and operational frequency of the Link, transmission of electrical signals across the
Link, and delays caused by Data Link Layer Retry. Because of these delays, the Transmit Data Link
Layer (1 and 3) can apply backpressure to the Transmit Transaction Layer, and the Receive Data
Link Layer (2 and 4) communicates the presence or absence of valid information to the Receive
Transaction Layer.
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3.2. Data Link Control and Management State
Machine

The Data Link Layer tracks the state of the Link. It communicates Link status with the Transaction

and Physical Layers, and performs Link management through the Physical Layer. The Data Link

Layer contains the Data Link Control and Management State Machine (DLCMSM) to perform these
tasks. The states for this machine are described below, and are shown in Figure 3-2.

States:

U DL_Inactive — Physical Layer reporting Link is non-operational or nothing is connected to the
Port

O DL_Init — Physical Layer reporting Link is operational, initialize Flow Control for the default
Virtual Channel

O DL_Active — Normal operation mode

Status Outputs:

U DIL_Down — The Data Link Layer is not communicating with the component on the other side
of the Link.

O DL_Up — The Data Link Layer is communicating with the component on the other side of the
Link.

Reset \

OM13779

Figure 3-2: Data Link Control and Management State Machine
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3.2.1. Data Link Control and Management State Machine
Rules

Rules per state:

O DI _Inactive

e Initial state following PCI Express hot, warm, or cold reset (see Section 6.6). Note that DL
states are unaffected by an FLR (see Section 6.6).

e Upon entry to DI_Inactive

4 Reset all Data Link Layer state information to default values

4 Discard the contents of the Data Link Layer Retry Buffer (see Section 3.5)
e While in DL_Inactive:

¢ Report DL._Down status to the Transaction Layer as well as to the rest of the Data Link
Layer

Note: This will cause the Transaction Layer to discard any outstanding transactions and
to terminate internally any attempts to transmit a TLP. For a Downstream Port, this is
equivalent to a “Hot-Remove.” For an Upstream Port, having the Link go down is
equivalent to a hot reset (see Section 2.9).

¢ Discard TLP information from the Transaction and Physical Layers
¢ Do not generate or accept DLLPs
e Exit to DL _Init if:

4 Indication from the Transaction Layer that the Link is not disabled by software and the
Physical Layer reports Physical LinkUp = 1b

O DI_Init
e  While in DI_Init:

4 Initialize Flow Control for the default Virtual Channel, VCO, following the Flow Control
initialization protocol described in Section 3.3

¢ Report DI._Down status while in state FC_INIT1; DL_Up status in state FC_INIT2

¢ The Data Link Layer of a Port with DI,_Down status is permitted to discard any
received TLPs provided that it does not acknowledge those TLPs by sending one or
more Ack DLLPs

e Exit to DL_Active if:

4 Flow Control initialization completes successfully, and the Physical Layer continues to
report Physical LinkUp = 1b

e Terminate attempt to initialize Flow Control for VCO and Exit to DI_Inactive if:

¢ Physical Layer reports Physical LinkUp = Ob
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O DIL_Active

DL_Active is referred to as the normal operating state

While in DI._Active:

¢

¢
L4

Accept and transfer TLP information with the Transaction and Physical Layers as
specified in this chapter

Generate and accept DLLPs as specified in this chapter

Report DI._Up status to the Transaction and Data Link Layers

Exit to DL_Inactive if:

¢

L4

Physical Layer reports Physical LinkUp = Ob

Upstream components are optionally permitted to treat this transition from DI._Active
to DL_Inactive as a Surprise Down error, except in the following cases where this error
detection is blocked:

m If the Secondary Bus Reset in Bridge Control register has been set to 1b by software,
then the subsequent transition to DI._Inactive must not be considered an error.

m If the Link Disable bit has been set to 1b by software, then the subsequent transition
to DL_Inactive must not be considered an errot.

m Ifa PME_Turn_Off Message has been sent through this Port, then the subsequent
transition to DL_Inactive must not be considered an error.

Note that the DL_Inactive transition for this condition will not occur until a power
off, a reset, or a request to restore the Link is sent to the Physical layer.

Note also that in the case where the PME_Turn_Off/PME_TO_Ack handshake
fails to complete successfully, a Surprise Down error may be detected.

m If the Port is associated with a hot-pluggable slot, and the Hot Plug Surprise bit in
the Slot Capabilities register is set to 1b, then any transition to DL_Inactive must not
be considered an error.

m If the Port is associated with a hot-pluggable slot (Hot-Plug Capable bit in the Slot
Capabilities register set to 1b), and Power Controller Control bit in Slot Control
register is 1b(Off), then any transition to DL Inactive must not be considered an
errof.

Error blocking initiated by one or more of the above cases must remain in effect until
the Port exits DI,_Active and subsequently returns to DL_Active with none of the
blocking cases in effect at the time of the return to DL_Active.

Note that the transition out of DL_Active is simply the expected transition as
anticipated per the error detection blocking condition.

If implemented, this is a reported error associated with the detecting Port (see
Section 6.2).
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@ IMPLEMENTATION NOTE

Physical Layer Throttling

Note that there are conditions where the Physical Layer may be temporarily unable to accept TLPs
and DLLPs from the Data Link Layer. The Data Link Layer must comprehend this by providing
mechanisms for the Physical Layer to communicate this condition, and for TLPs and DLLPs to be
temporarily blocked by the condition.

3.3. Flow Control Initialization Protocol

Before starting normal operation following power-up or interconnect Reset, it is necessary to
initialize Flow Control for the default Virtual Channel, VCO (see Section 6.6). In addition, when
additional Virtual Channels (VCs) are enabled, the Flow Control initialization process must be
completed for each newly enabled VC before it can be used (see Section 2.4.2). This section
describes the initialization process that is used for all VCs. Note that since VCO is enabled before all
other VCs, no TLP traffic of any kind will be active prior to initialization of VCO. However, when
additional VCs are being initialized there will typically be TLP traffic flowing on other, already
enabled, VCs. Such traffic has no direct effect on the initialization process for the additional VC(s).

There are two states in the VC initialization process. These states are:
O FC_INIT1
O FC_INIT2

The rules for this process are given in the following section.

3.3.1. Flow Control Initialization State Machine Rules

O If at any time during initialization for VCs 1-7 the VC is disabled, the flow control initialization
process for the VC is terminated

Q Rules for state FC_INIT1:
e Entered when initialization of a VC (VCx) is required
4 Entrance to DL_Init state (VCx = VCO)
4 When a VC (VCx = VC1-7) is enabled by software (see Sections 7.11 and 7.18)
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While in FC_INIT1:

¢
L4

¢

Transaction Layer must block transmission of TLPs using VCx

Transmit the following three InitFC1 DLLPs for VCx in the following relative order:
m  InitFC1 — P (first)

m  InitFC1 — NP (second)

m  InitFC1 — Cpl (third)

The three InitFC1 DLLPs must be transmitted at least once every 34 ys.

m  Time spent in the Recovery LTSSM state does not contribute to this limit.

m Itis strongly encouraged that the InitFC1 DLLP transmissions are repeated
frequently, particularly when there are no other TLPs or DLLPs available for
transmission.

Except as needed to ensure at least the required frequency of InitFC1 DLLP
transmission, the Data Link Layer must not block other transmissions

m  Note that this includes all Physical Layer initiated transmissions (for example,
Ordered Sets), Ack and Nak DLLPs (when applicable), and TLPs using VCs that
have previously completed initialization (when applicable)

Process received InitFC1 and InitFC2 DLLPs:

m Record the indicated FC unit values

m  Set Flag FI1 once FC unit values have been recorded for each of P, NP, and Cpl for

VCx

Exit to FC_INIT?2 if:

Flag FI1 has been set indicating that FC unit values have been recorded for each of P,
NP, and Cpl for VCx

1 Rules for state FC_INIT2:

L4

While in FC_INIT2:

Transaction Layer must block transmission of TLPs using VCx

¢ Transmit the following three InitFC2 DLLPs for VCx in the following relative order:

B InitFC2 — P (first)
m  InitFC2 — NP (second)
m  InitFC2 — Cpl (third)

¢ The three InitFC2 DLLPs must be transmitted at least once every 34 us.

m  Time spent in the Recovery LTSSM state does not contribute to this limit.

m It is strongly encouraged that the InitFC2 DLLP transmissions are repeated
frequently, particularly when there are no other TLPs or DLLPs available for
transmission.
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4 Except as needed to ensure at least the required frequency of InitFC2 DLLP
transmission, the Data Link Layer must not block other transmissions

m  Note that this includes all Physical Layer initiated transmissions (for example,
Ordered Sets), Ack and Nak DLLPs (when applicable), and TLPs using VCs that
have previously completed initialization (when applicable)

4 Process received InitFC1 and InitFC2 DLLPs:
m Ignore the indicated FC unit values
m  Set flag FI2 on receipt of any InitFC2 DLLP for VCx
4 Set flag FI2 on receipt of any TLP on VCx, or any UpdateFFC DLLP for VCx

Signal completion and exit if:

¢ Flag FI2 has been set

@ IMPLEMENTATION NOTE

Example of Flow Control Initialization

Figure 3-3 illustrates an example of the Flow Control initialization protocol for VCO between a
Switch and a Downstream component. In this example, each component advertises the minimum
permitted values for each type of Flow Control credit. For both components the largest
Max_Payload_Size value supported is 1024 bytes, corresponding to a data payload credit
advertisement of 040h. All DLLPs are shown as received without error.
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3.4. Data Link Layer Packets (DLLPS)

The following DLLPs are used to support Link operations:

O Ack DLLP: TLP Sequence number acknowledgement; used to indicate successful receipt of
some number of TLPs

O Nak DLLP: TLP Sequence number negative acknowledgement; used to initiate a Data Link
Layer Retry

O InitFCl, InitFC2, and UpdateFC DLLPs: For Flow Control
U DLLPs used for Power Management

3.4.1. Data Link Layer Packet Rules

All DLLP fields marked Reserved (sometimes abbreviated as R) must be filled with all 0’s when a
DLLP is formed. Values in such fields must be ignored by Receivers. The handling of reserved
values in encoded fields is specified for each case.

All DLLPs include the following fields:

O DLLP Type - Specifies the type of DLLP. The defined encodings are shown in Table 3-1.
O 16-bit CRC

See Figure 3-4 below.

+0 +1 +2 +3
7|6|5|4|3|2|1|0 7|6|5|4|3|2|1|0 7|6|5|4|3|2|1|0 7|6|5|4|3|2|l|0

Byte 0 > DLLP Type

Byte 4 > 16-bit CRC

OM14303A

Figure 3-4: DLLP Type and CRC Fields
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Table 3-1: DLLP Type Encodings

Encodings DLLP Type

0000 0000 Ack

0001 0000 Nak

0010 0000 PM_Enter L1

0010 0001 PM_Enter L23

0010 0011 PM_Active_State Request L1

0010 0100 PM_Request_Ack

0011 0000 Vendor Specific — Not used in normal operation
0100 Ovavqvg InitFC1-P (v[2:0] specifies Virtual Channel)
0101 Ovavqvg InitFC1-NP

0110 Ov,vqvg InitFC1-Cpl

1100 Ovavqvg InitFC2-P

1101 Ovavqvg InitFC2-NP

1110 Ov,vqvg InitFC2-Cpl

1000 Ovayvqvg UpdateFC-P

1001 Ovavqvg UpdateFC-NP

1010 Ovavqvg UpdateFC-Cpl

All other encodings Reserved

O For Ack and Nak DLLPs (see Figure 3-5):

The AckNak_Seq_Num field is used to indicate what TLPs are affected

Transmission and Reception is handled by the Data Link Layer according to the rules
provided in Section 3.5.

U For InitFC1, InitFC2, and UpdateFC DLLPs:

The HdrFC field contains the credit value for headers of the indicated type (P, NP, or Cpl)

The DataFC field contains the credit value for payload Data of the indicated type (P, NP, or
Cpl)
The packet formats are shown in Figure 3-6, Figure 3-7, and Figure 3-8

Transmission is triggered by the Data Link Layer when initializing Flow Control for a Virtual
Channel (see Section 3.3), and following Flow Control initialization by the Transaction Layer
according to the rules in Section 2.6

Checked for integrity on reception by the Data Link Layer and if correct, the information
content of the DLLP is passed to the Transaction Layer. If the check fails, the information
is discarded.

Note: InitFC1 and InitFC2 DLLPs are used only for VC initialization
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O Power Management (PM) DLLPs (see Figure 3-9):

e Transmission is triggered by the component’s power management logic according to the
rules in Chapter 5

e Checked for integrity on reception by the Data Link Layer, then passed to the component’s
power management logic

U Vendor Specific (see Figure 3-10)

+0 +1 +2
7|6|5|4|3|2|1|0 7|6|5|4|3|2|1|0 7|6|5|4 3|2|1|0

Byte 0 > 888? 8888 - ﬁgﬁ Reserved AckNak_Seq_Num

+3
7|6|5|4|3|2|1|0

Byte 4 > 16-bit CRC

OM13781A

Figure 3-5: Data Link Layer Packet Format for Ack and Nak

+0 +1 +2 +3
7|6|5|4 3 2|1|0 7|6 5|4|3|2|1|0 7|6 5|4 3|2|1|0 7|6|5|4|3|2|1|0
- v[2:0]
Byte 0 > 8%&)(1)_85' Ol vep| R HdrFC R DataFC
Byte 4 > 16-bit CRC
OM13782A
Figure 3-6: Data Link Layer Packet Format for InitFC1
+0 +1 +2 +3
7|6|5|4 3 2|1|0 7|6 5|4|3|2|1|0 7|6 5|4 3|2|1|o 7|6|5|4|3|2|1|0
llOO:P V[20]
Byte 0 > ﬂ%_g; Ol vep| R HdrFC R DataFC
Byte 4 > 16-bit CRC
OM13783A
Figure 3-7: Data Link Layer Packet Format for InitFC2
+0 +1 +2 +3
7|6|5|4 3 2|1|0 7|6 5|4|3|2|1|0 7|6 5|4 3|2|1|o 7|6|5|4|3|2|1|0
: v[2:0]
Byte 0> | 1901-8° 0| US4 | R HdrFC R DataFC
Byte 4 > 16-bit CRC

OM13784A

Figure 3-8: Data Link Layer Packet Format for UpdateFC
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+0 +1 +2 +3
7|6|5|4|3|2|1|0 7|6|5|4|3|2|1|0 7|6|5|4|3|2|1|0 7|6|5|4|3|2|1|0

Byte0>[0 01 0 0 x x X Reserved

Byte 4 > 16-bit CRC

OM14304A

Figure 3-9: PM Data Link Layer Packet Format

+0 +1 +2 +3
7|6|5|4|3|2|1|O 7|6|5|4|3|2|1|0 7|6|5|4|3|2|l|0 7|6|5|4|3|2|1|0

Byte0>|0 01 10000 {defined by vendor}

Byte 4 > 16-hit CRC

OM14305A

Figure 3-10: Vendor Specific Data Link Layer Packet Format

The following are the characteristics and rules associated with Data Link Layer Packets (DLLPs):

U DLLPs ate differentiated from TLPs when they are presented to, ot received from, the Physical
Layer.

O DLLP data integrity is protected using a 16-bit CRC

O The CRC value is calculated using the following rules (see Figure 3-11):

The polynomial used for CRC calculation has a coefficient expressed as 100Bh
The seed value (initial value for CRC storage registers) is FFFFh
CRC calculation starts with bit O of byte 0 and proceeds from bit 0 to bit 7 of each byte

Note that CRC calculation uses all bits of the DLLP, regardless of field type, including

reserved fields. The result of the calculation is complemented, then placed into the 16-bit
CRC field of the DLLP as shown in Table 3-2.
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Table 3-2: Mapping of Bits into CRC Field

CRC Result Bit Corresponding Bit Position in the
16-Bit CRC Field
0 7
1 6
2 5
3 4
4 3
5 2
6 1
7 0
8 15
9 14
10 13
11 12
12 11
13 10
14 9
15 8

N[ |O|O

ol | o

el el 2l

S > > f
aam | @] @ @|m | bit

ala|al|S | order

R i ]

) e i I Y

olo|lo|~

B

Byte order Input Y

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

15 14 13 12 11 10

|15141312 11 10 9 8 7 6 5 4 3 2 1 0

B ] = Flip flop

OM13785

Figure 3-11: Diagram of CRC Calculation for DLLPs
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3.5. Data Integrity

3.5.1. Introduction

The Transaction Layer provides TLP boundary information to Data Link Layer. This allows the
Data Link Layer to apply a Sequence Number and Link CRC (LCRC)error detection to the TLP.
The Receive Data Link Layer validates received TLPs by checking the Sequence Number, LCRC
code and any error indications from the Receive Physical Layer. In case of error in a TLP, Data
Link Layer Retry is used for recovery.

The format of a TLP with the Sequence Number and LCRC code applied is shown in Figure 3-12.

+0 +1 +2 +3
7|6|5|4 3|2|l|0 7|6|5|4|3|2|l|0 7|6|5|4|3|2|1|0 7|6|5|4|3|2|1I
Reserved TLP Sequence Number {TLP Header}
+(N-3) +(N-2) +(N-1)
1|07||||||| |6|5|4||||°7|||||
LCRC

OM13786

Figure 3-12: TLP with LCRC and Sequence Number Applied

3.5.2. LCRC, Sequence Number, and Retry Management
(TLP Transmitter)

The TLP transmission path through the Data Link Layer (paths labeled 1 and 3 in Figure 3-1)
prepares each TLP for transmission by applying a sequence number, then calculating and appending
a Link CRC (LCRC) which is used to ensure the integrity of TLPs during transmission across a Link
from one component to another. TLPs are stored in a retry buffer, and are re-sent unless a positive
acknowledgement of receipt is received from the other component. If repeated attempts to transmit
a TLP are unsuccessful, the Transmitter will determine that the Link is not operating correctly, and
instruct the Physical Layer to retrain the Link (via the LTSSM Recovery state, Section 4.2.6). If Link
retraining fails, the Physical Layer will indicate that the Link is no longer up, causing the DLCMSM
to move to the DI._Inactive state.

The mechanisms used to determine the TLP LCRC and the Sequence Number and to support Data
Link Layer Retry are described in terms of conceptual “counters” and “flags.” This description does
not imply nor require a particular implementation and is used only to clarify the requirements.
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3.5.2.1. LCRC and Sequence Number Rules (TLP Transmitter)

The following counters and timer are used to explain the remaining rules in this section:

O The following 12-bit counters are used:

e NEXT_TRANSMIT_SEQ — Stores the packet sequence number applied to TLPs

¢

Set to 000h in DL, Inactive state

e ACKD_SEQ - Stores the sequence number acknowledged in the most recently received
Ack or Nak DLLP.

¢

Set to FFFh in DI, Inactive state

O The following 2-bit counter is used:

e REPLAY_NUM - Counts the number of times the Retry Buffer has been re-transmitted

¢

Set to 00b in DL._Inactive state

O The following timer is used:

e REPLAY_TIMER - Counts time that determines when a replay is required, according to the
following rules:

¢

¢

Started at the last Symbol of any TLP transmission or retransmission, if not already
running

For each replay, reset and restart REPLAY_TIMER when sending the last Symbol of
the first TLP to be retransmitted

Restarts for each Ack DLLP received while there are unacknowledged TLPs
outstanding, if, and only if, the received Ack DLLP acknowledges some TLP in the retry
buffer

m  Note: This ensures that REPLAY_TIMER is reset only when forward progress is
being made

Reset and hold until restart conditions are met for each Nak received (except during a
replay) or when the REPLAY_TIMER expires

Not advanced during Link retraining (holds its value when the LTSSM is in the Recovery
or Configuration state). Refer to Sections 4.2.5.3 and 4.2.5.4.

Resets and holds when there are no outstanding unacknowledged TLPs

The following rules describe how a TLP is prepared for transmission before being passed to the
Physical Layer:

O The Transaction Layer indicates the start and end of the TLP to the Data Link Layer while
transferring the TLP

e The Data Link Layer treats the TLP as a “black box” and does not process or modify the
contents of the TLP
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U Each TLPis assigned a 12-bit sequence number when it is accepted from the Transmit side of
Transaction Layer

Upon acceptance of the TLP from the Transaction Layer, the packet sequence number is
applied to the TLP by:

4 prepending the 12-bit value in NEXT_TRANSMIT_SEQ to the TLP

4 prepending 4 Reserved bits to the TLP, preceding the sequence number (see
Figure 3-12)

If the equation:
(INEXT_TRANSMIT_SEQ — ACKD_SEQ) mod 4096 >= 2048

is true, the Transmitter must cease accepting TLPs from the Transaction Layer until the
equation is no longer true

Following the application of NEXT_TRANSMIT_SEQ to a TLP accepted from the
Transmit side of the Transaction Layer, NEXT_TRANSMIT_SEQ is incremented (except
in the case where the TLP is nullified):

NEXT_TRANSMIT_SEQ := NEXT_TRANSMIT_SEQ + 1) mod 4096

+0
7|6|5|4 3|2|1|0

+1 +2
7|6|5|4|3|2|1|0 7|6|5|4|3|2|1|O
[TLP Header

+3
7|6|5|4|3|2|1(“.
)

Reserved TLP Sequence Number

OM13787

Figure 3-13: TLP Following Application of Sequence Number and Reserved Bits

O TLP data integrity is protected during transfer between Data Link Layers using a 32-bit LCRC

O The LCRC value is calculated using the following mechanism (see Figure 3-14):

The polynomial used has coefficients expressed as 04C1 1DB7h
The seed value (initial value for LCRC storage registers) is FFFF FFFFh

The LCRC is calculated using the TLP following sequence number application (see
Figure 3-13)

LCRC calculation starts with bit O of byte 0 (bit 8 of the TLP sequence number) and
proceeds from bit 0 to bit 7 of each successive byte.

4 Note that LCRC calculation uses all bits of the TLP, regardless of field type, including
reserved fields

The remainder of the LCRC calculation is complemented, and the complemented result bits
are mapped into the 32-bit LCRC field as shown in Table 3-3.
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Table 3-3: Mapping of Bits into LCRC Field

LCRC Result Bit Corresponding Bit Position in the
32-Bit LCRC Field
0 7
1 6
2 5
3 4
4 3
5 2
6 1
7 0
8 15
9 14
10 13
11 12
12 11
13 10
14 9
15 8
16 23
17 22
18 21
19 20
20 19
21 18
22 17
23 16
24 31
25 30
26 29
27 28
28 27
29 26
30 25
31 24

e The 32-bit LCRC field is appended to the TLP following the bytes received from the
Transaction Layer (see Figure 3-12)
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Figure 3-14: Calculation of LCRC
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To support cut-through routing of TLPs, a Transmitter is permitted to modify a transmitted TLP to
indicate that the Receiver must ignore that TLP (“nullify” the TLP).

O A Transmitter is permitted to nullify a TLP being transmitted; to do this in a way which will
robustly prevent misinterpretation or corruption, the Transmitter must do both of the following:

e use the remainder of the calculated LCRC value without inversion (the logical inverse of the
value normally used)

e indicate to the Transmit Physical Layer that the final framing Symbol must be EDB instead
of END

U When this is done, the Transmitter does not increment NEXT_TRANSMIT_SEQ

The following rules describe the operation of the Data Link Layer Retry Buffer, from which TLPs
are re-transmitted when necessary:

U Copies of Transmitted TLPs must be stored in the Data Link Layer Retry Buffer, except for
nullified TLPs.

When a replay is initiated, either due to reception of a Nak or due to REPLAY_TIMER expiration,
the following rules describe the sequence of operations that must be followed:

QO If all TLPs transmitted have been acknowledged (the Retry Buffer is empty), terminate replay,

otherwise continue.

O Increment REPLAY_NUM.

e If REPLAY_NUM rolls over from 11b to 00b, the Transmitter signals the Physical Layer to
retrain the Link, and waits for the completion of retraining before proceeding with the
replay. This is a reported error associated with the Port (see Section 6.2).

Note that Data Link Layer state, including the contents of the Retry Buffer, are not reset by
this action unless the Physical Layer reports Physical LinkUp = Ob (causing the Data Link
Control and Management State Machine to transition to the DI,_Inactive state).

e If REPLAY_NUM does not roll over from 11b to 00b, continue with the replay.

U

Block acceptance of new TLPs from the Transmit Transaction Layer.

U

Complete transmission of any TLP currently being transmitted.

U

Retransmit unacknowledged TLPs, starting with the oldest unacknowledged TLP and continuing
in original transmission order

e Reset and restart REPLAY_TIMER when sending the last Symbol of the first TLP to be
retransmitted

e Once all unacknowledged TLPs have been re-transmitted, return to normal operation.

e Ifany Ack or Nak DLLPs are received during a replay, the Transmitter is permitted to
complete the replay without regard to the Ack or Nak DLLP(s), or to skip retransmission of
any newly acknowledged TLPs.

¢ Once the Transmitter has started to resend a TLP, it must complete transmission of that
TLP in all cases.
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e Ack and Nak DLLPs received during a replay must be processed, and may be collapsed

¢ Example: If multiple Acks are received, only the one specifying the latest Sequence
Number value must be considered — Acks specifying earlier Sequence Number values are
effectively “collapsed” into this one

¢ Example: During a replay, Nak is received, followed by an Ack specifying a later
Sequence Number — the Ack supersedes the Nak, and the Nak is ignored

e Note: Since all entries in the Retry Buffer have already been allocated space in the Receiver
by the Transmitter’s Flow Control gating logic, no further flow control synchronization is
necessary.

U Re-enable acceptance of new TLPs from the Transmit Transaction Layer.

A replay can be initiated by the expiration of REPLAY_TIMER, or by the receipt of a Nak. The
following rule covers the expiration of REPLAY_TIMER:

O If the Transmit Retry Buffer contains TLPs for which no Ack or Nak DLLP has been received,
and (as indicated by REPLAY_TIMER) no Ack or Nak DLLP has been received for a period
exceeding the time indicated in Table 3-4, the Transmitter initiates a replay.

This is a reported error associated with the Port (see Section 6.2).

The following formula defines the timeout count values for the REPLAY_TIMER. There are two
tables: one that applies when operating in 2.5 GT/s mode and one that applies when operating in
5.0 GT/s mode. The values are specified according to the largest TLP payload size and Link width.

The values are calculated using the formula (note — this is simply three times the Ack Latency value
— see Section 3.5.3.1):

( (Max_ Payload _Size +TLPOverhead )* AckFactor
LinkWidth

+Internal DeIayJ *3

where

Max_Payload_Size is the value in the Max_Payload_Size field of the Device Control
register. For a multi-Function device whose Max_Payload_Size
settings are identical across all Functions, the common
Max_Payload_Size setting must be used. For a multi-Function
device whose Max_Payload_Size settings are not identical across all
Functions, the selected Max_Payload_Size setting is
implementation specific, but it is recommended to use the largest
Max_Payload_Size setting across all Functions.

TLP Overhead represents the additional TLP components which consume Link
bandwidth (header, LCRC, framing Symbols) and is treated here as
a constant value of 28 Symbols

AckFactor represents the number of maximum size TLPs which can be
received before an Ack is sent, and is used to balance Link
bandwidth efficiency and retry buffer size — the value varies
according to Max_Payload_Size and Link width, and is included in
Table 3-6
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LinkWidth is the operating width of the Link

InternalDelay represents the internal processing delays for received TLPs and
transmitted DLLPs, and is treated here as a constant value of 19
Symbol Times for 2.5 GT/s mode operation (19 times 4 ns) and 70
Symbol Times for 5.0 GT/s mode operation (70 times 2 ns)

TLP Transmitters and compliance tests must base replay timing as measured at the Port of the TLP
Transmitter. Timing starts with either the last Symbol of a transmitted TLP, or else the last Symbol
of a received Ack DLLP, whichever determines the oldest unacknowledged TLP. Timing ends with
the First Symbol of TLP retransmission.

It is strongly recommended that a TLP Transmitter not perform a TLP retransmission due to Ack
delay if the delay is potentially caused by the Ack’s Link needing to exit LOs before it can transmit
the Ack. This might be accomplished by statically adjusting the REPLAY_TIMER to allow for the
LOs exit latency of the Ack’s Link, or by sensing if the Ack’s Link is in the process of exiting 1.0s
when the REPLAY_TIMER expires.

When measuring replay timing to the point when TLP retransmission begins, compliance tests must
allow for any other TLP or DLLP transmission already in progress in that direction (thus preventing
the TLP retransmission). Also, if either Link is enabled for I.Os, compliance tests must allow for LOs
exit latency?, either with the Link over which the Ack is transmitted, or with the Link over which
the TLP is retransmitted.

Table 3-4: Unadjusted?. REPLAY_TIMER Limits for 2.5 GT /s Mode Operation by Link
Width and Max_Payload_Size (Symbol Times) Tolerance: -0%/+100%

Link Operating Width
x1 X2 x4 x8 x12 x16 x32
128 711 384 219 201 174 144 99

% 256 1248 651 354 321 270 216 135
-c'gl %‘ 512 1677 867 462 258 327 258 156
;:?" ;z 1024 3213 1635 846 450 582 450 252
gél 2048 6285 3171 1614 834 1095 834 444
= 4096 12429 6243 3150 1602 2118 1602 828

19 Note that LOs exit latency is affected by the value of the Extended Synch bit in the Link Control register.

20 A TLP Transmitter is permitted to adjust its REPLAY_TIMER to allow for LOs exit latency as described in the text
preceding the table.
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Table 3-5: Unadjusted?. REPLAY_TIMER Limits for 5.0 GT/s Mode Operation by Link
Width and Max_Payload_Size (Symbol Times) Tolerance: -0%/+100%

Link Operating Width

x1 X2 x4 x8 x12 x16 x32
. 128 864 537 372 354 327 297 252
%l 256 1401 804 507 474 423 369 288
BT s12 1830 1020 615 411 480 411 309
E 2 10m 3366 1788 999 603 735 603 405
x! 2048 6438 3324 1767 987 1248 987 597
= 4096 12582 6396 3303 1755 2271 1755 981

@ IMPLEMENTATION NOTE

Recommended Priority of Scheduled Transmissions

When multiple DLLPs of the same type are scheduled for transmission but have not yet been
transmitted, it is possible in many cases to “collapse” them into a single DLLP. For example, if a
scheduled Ack DLLP transmission is stalled waiting for another transmission to complete, and
during this time another Ack is scheduled for transmission, it is only necessary to transmit the
second Ack, since the information it provides will supersede the information in the first Ack.

In addition to any TLP from the Transaction Layer (or the Retry Buffer, if a retry is in progress),
Multiple DLLPs of different types may be scheduled for transmission at the same time, and must be
prioritized for transmission. The following list shows the preferred priority order for selecting
information for transmission. Note that the priority of the vendor specific DLLP is not listed, as
this is completely implementation specific, and there is no recommended priority. Note that this
priority order is a guideline, and that in all cases a fairness mechanism is highly recommended to
ensure that no type of traffic is blocked for an extended or indefinite period of time by any other
type of traffic. Note that the Ack Latency value and REPLAY_TIMER limit specify requirements
measured at the Port of the component, and the internal arbitration policy of the component must
ensure that these externally measured requirements are met.

1) Completion of any transmission (TLP or DLLP) currently in progress (highest priority)
2) Nak DLLP transmissions

3) Ack DLLP transmissions scheduled for transmission as soon as possible due to:
receipt of a duplicate TLP —OR—
expiration of the Ack latency timer (see Section 3.5.3.1)

4) FC DLLP transmissions required to satisfy Section 2.6
5) Retry Buffer re-transmissions

6) TLPs from the Transaction Layer
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7) FC DLLP transmissions other than those required to satisty Section 2.6

8) All other DLLP transmissions (lowest priority)

3.5.2.2. Handling of Received DLLPs

Since Ack/Nak and Flow Control DLLPs affect TLPs flowing in the opposite direction across the
Link, the TLP transmission mechanisms in the Data Link Layer ate also responsible for Ack/Nak
and Flow Control DLLPs received from the other component on the Link. These DLLPs are
processed according to the following rules (see Figure 3-15):

U If the Physical Layer indicates a Receiver Error, discard any DLLP currently being received and
free any storage allocated for the DLLP. Note that reporting such errors to software is done by
the Physical Layer (and, therefore, not reported by the Data Link Layer).

O For all received DLLPs, the CRC value is checked by:

e applying the same algorithm used for calculation of transmitted DLLPs to the received
DLLP, not including the 16-bit CRC field of the received DLLP

e comparing the calculated result with the value in the CRC field of the received DLLP
4 if not equal, the DLLP is corrupt

e A corrupt received DLLP is discarded, and is a reported error associated with the Port (see
Section 6.2).

O A received DLLP which is not corrupt, but which uses unsupported DLLP Type encodings is
discarded without further action. This is not considered an error.

U

Non-zero values in Reserved fields are ignored.

U

Receivers must process all DLLPs received at the rate they are received
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Start

Did
Physical Layer
indicate any receive errors
for this DLLP

Yes

Y

Calculate CRC using
received DLLP, Discard DLLP
not including CRC field

:

Calculated CRC
equal to received value?

End

No

Error: Bad DLLP;
Process DLLP Discard DLLP

-

End

OM13789

Figure 3-15: Received DLLP Error Check Flowchart

O Received FC DLLPs are passed to the Transaction Layer
O Received PM DLLPs are passed to the component’s power management control logic

U For Ack and Nak DLLPs, the following steps are followed (see Figure 3-16):

e If the Sequence Number specified by the AckNak_Seq_Num does not correspond to an
5 unacknowledged TLP, or to the value in ACKID_SEQ), the DLLP is discarded

4 This is a Data Link Layer Protocol Error which is a reported error associated with the
Port (see Section 6.2).

Note that it is not an error to receive an Ack DLLP when there are no outstanding
unacknowledged TLPs, including the time between reset and the first TLP transmission,
10 as long as the specified Sequence Number matches the value in ACKD_SEQ.
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e If the AckNak_Seq_Num does not specify the Sequence Number of the most recently
acknowledged TLP, then the DLLP acknowledges some TLPs in the retry buffer:

¢ DPurge from the retry buffer all TLPs from the oldest to the one corresponding to the
AckNak_Seq_Num

5 ¢ Load ACKD_SEQ with the value in the AckNak_Seq_Num field
¢ Reset REPLAY_NUM and REPLAY_TIMER
e If the DLLP is a Nak, initiate a replay (see above)

Note: Receipt of a Nak is not a reported error.

Start

l

((NEXT_TRANSMIT_SEQ - 1) -
AckNak_Seq_Num) mod
4096 <= 20487

O »| Log Data Link Layer
Protocol Error

v

Discard DLLP

(AckNak_Seq_Num ~~_No
ACKD_SEQ) mod 4096
< 20487

End

Yes

TLPs are acknowledged:

* Purge retry buffer of TLP matching AckNak_Seq_Num,
and all older TLPs in the retry buffer.

¢ Load ACKD_SEQ with AckNak_Seq_Num

¢ Reset REPLAY_NUM and REPLAY_TIMER to 0

AckNak_Seqg_Num =
ACKD_SEQ?

No [Nak] | Initiate Replay of all
unacknowledged TLPs

from the retry buffer

Is DLLP an Ack?

OM13790B

Figure 3-16: Ack/Nak DLLP Processing Flowchart

The following rules describe the operation of the Data Link Layer Retry Buffer, from which TLPs
10 are re-transmitted when necessary:

O Copies of Transmitted TLPs must be stored in the Data Link Layer Retry Buffer
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3.5.3. LCRC and Sequence Number (TLP Receiver)

The TLP Receive path through the Data Link Layer (paths labeled 2 and 4 in Figure 3-1) processes
TLPs received by the Physical Layer by checking the LCRC and sequence number, passing the TLP
to the Receive Transaction Layer if OK and requesting a retry if corrupted.

The mechanisms used to check the TLP LCRC and the Sequence Number and to support Data Link
Layer Retry are described in terms of conceptual “counters” and “flags.” This description does not
imply or require a particular implementation and is used only to clarify the requirements.

3.5.3.1. LCRC and Sequence Number Rules (TLP Receiver)

The following counter, flag, and timer are used to explain the remaining rules in this section:
U The following 12-bit counter is used:

e NEXT_RCV_SEQ - Stores the expected Sequence Number for the next TLP
¢ Set to all 000h in DI, _Inactive state
O The following flag is used:
e NAK_SCHEDULED
¢ C(leared when in DL_Inactive state

O The following timer is used:

e AckNak LATENCY_TIMER — Counts time that determines when an Ack DLLP becomes
scheduled for transmission, according to the following rules:

¢ Setto 0in DL _Inactive state

¢ Restart from 0 each time an Ack or Nak DLLP is scheduled for transmission; Reset to 0
when all TLPs received have been acknowledged with an Ack DLLP

4 If there are initially no unacknowledged TLPs and a TLP is then received, the
AckNak_LATENCY_TIMER starts counting only when the TLP has been forwarded to
the Receive Transaction Layer

The following rules are applied in sequence to describe how received TLPs are processed, and what
events trigger the transmission of Ack and Nak DLLPs (see Figure 3-17):

U If the Physical Layer indicates a Receiver Error, discard any TLP currently being received and
free any storage allocated for the TLP. Note that reporting such errors to software is done by
the Physical Layer (and so are not reported by the Data Link Layer).

e IfaTLP was being received at the time the Receive Error was indicated and the
NAK_SCHEDULED flag is clear,

4 schedule a Nak DLLP for transmission immediately
¢ set the NAK_SCHEDULED flag
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QO If the Physical Layer reports that the received TLP end framing Symbol was EDB, and the

LCRC is the logical NOT of the calculated value, discard the TLP and free any storage allocated
for the TLP. This is not considered an error.

If TLP end framing Symbol was EDB but the LCRC does not match the logical NOT of the
calculated value, the TLP is corrupt - discard the TLP and free any storage allocated for the
TLP.

e If the NAK_SCHEDULED flag is clear,
¢ schedule a Nak DLLP for transmission immediately
¢ set the NAK_SCHEDULED flag
This is a reported error associated with the Port (see Section 6.2).

The LCRC value is checked by:

e applying the same algorithm used for calculation (above) to the received TLP, not including
the 32-bit LCRC field of the received TLP

e comparing the calculated result with the value in the LCRC field of the received TLP

¢ if not equal, the TLP is corrupt - discard the TLP and free any storage allocated for the
TLP

m If the NAK_SCHEDULED flag is clear,
B schedule 2 Nak DLLP for transmission immediately
g set the NAK_SCHEDULED flag
This is a reported error associated with the Port (see Section 6.2).
If the TLP Sequence Number is not equal to the expected value, stored in NEXT_RCV_SEQ:
e discard the TLP and free any storage allocated for the TLP
e If the TLP Sequence Number satisfies the following equation:
(NEXT_RCV_SEQ - TLP Sequence Number) mod 4096 <= 2048

the TLP is a duplicate, and an Ack DLLP is scheduled for transmission (per transmission
priority rules)

e Otherwise, the TLP is out of sequence (indicating one or more lost TLPs):
¢ if the NAK_SCHEDULED flag is clear,
m  schedule a Nak DLLP for transmission immediately
m set the NAK_SCHEDULED flag
m report TLP missing

This is a reported error associated with the Port (see Section 6.2).
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O If the TLP Sequence Number is equal to the expected value stored in NEXT_RCV_SEQ:

The Reserved bits, Sequence Number, and LCRC are removed and the remainder of the
TLP is forwarded to the Receive Transaction Layer

¢ The Data Link Layer indicates the start and end of the TLP to the Transaction Layer
while transferring the TLP

m The Data Link Layer treats the TLP as a “black box” and does not process or
modify the contents of the TLP

¢ Note that the Receiver Flow Control mechanisms do not account for any received TLPs
until the TLP(s) are forwarded to the Receive Transaction Layer

NEXT_RCV_SEQ is incremented
If Set, the NAK_SCHEDULED flag is cleared
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Figure 3-17: Receive Data Link Layer Handling of TLPs
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W A TLP Receiver must schedule an Ack DLLP such that it will be transmitted no later than when
all of the following conditions are true:

e The Data Link Control and Management State Machine is in the DL_Active state

e TLPs have been forwarded to the Receive Transaction Layer, but not yet acknowledged by
sending an Ack DLLP

e The AckNak_LATENCY_TIMER reaches or exceeds the value specified in Table 3-6 for
2.5 GT/s mode operation and Table 3-7 for 5.0 GT/s mode operation

e The Link used for Ack DLLP transmission is already in LO or has transitioned to LO

Note: if not already in L0, the Link must transition to L0 in order to transmit the Ack DLLP

e Another TLP or DLLP is not currently being transmitted on the Link used for Ack DLLP
transmission

e The NAK_SCHEDULED flag is clear

Note: The AckNak LATENCY_TIMER must be restarted from 0 each time an Ack or Nak
DLLP is scheduled for transmission

U Data Link Layer Ack DLLPs may be scheduled for transmission more frequently than required

U Data Link Layer Ack and Nak DLLPs specify the value NEXT_RCV_SEQ - 1) in the
AckNak_Seq_Num field

Table 3-6 and Table 3-7 define the threshold values for the AckNak_LATENCY_TIMER, which
for any specific case is called the Ack Latency. The values are calculated using the formula:

(Max_ Payload _ Size +TLPOverhead )* AckFactor
LinkWidth

+InternalDelay

where

Max_Payload_Size is the value in the Max_Payload_Size field of the Device Control
register. For a multi-Function device whose Max_Payload_Size
settings are identical across all Functions, the common
Max_Payload_Size setting must be used. For a multi-Function
device whose Max_Payload_Size settings are not identical across all
Functions, the selected Max_Payload_Size setting is
implementation specific, but it is recommended to use the smallest
Max_Payload_Size setting across all Functions.

TLP Overhead represents the additional TLP components which consume Link
bandwidth (header, LCRC, framing Symbols) and is treated here as
a constant value of 28 Symbols.
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AckFactor represents the number of maximum size TLPs which can be
received before an Ack is sent, and is used to balance Link
bandwidth efficiency and retry buffer size — the value varies
according to Max_Payload_Size and Link width, and is defined in

Table 3-0.
LinkWidth is the operating width of the Link.
InternalDelay represents the internal processing delays for received TLPs and

transmitted DLLPs, and is treated here as a constant value of 19
Symbol Times for 2.5 GT/s mode operation (19 times 4 ns) and 70
Symbol Times for 5.0 GT/s operation (70 times 2 ns).

TLP Receivers and compliance tests must base Ack Latency timing as measured at the Port of the
TLP Receiver, starting with the time the last Symbol of a TLP is received to the first Symbol of the
Ack DLLP being transmitted.

When measuring until the Ack DLLP is transmitted, compliance tests must allow for any TLP or
other DLLP transmission already in progress in that direction (thus preventing the Ack DLLP
transmission). If L.Os is enabled, compliance tests must allow for the L.Os exit latency of the Link in
the direction that the Ack DLLP is being transmitted. If the Extended Synch bit of the Link
Control register is Set, compliance tests must also allow for its effect on LOs exit latency.

TLP Receivers are not required to adjust their Ack DLLP scheduling based upon LOs exit latency or
the value of the Extended Synch bit.
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Table 3-6: Ack Transmission Latency Limit and AckFactor for 2.5 GT /s Mode Operation

by Link Width and Max Payload (Symbol Times)

Link Operating Width

x1 X2 x4 X8 x12 x16 X32
128 237 128 73 67 58 48 33
R AF=14 | AF=14 | AF=14 | AF=25 | AF=30 | AF=3.0 | AF=3.0
4 256 416 217 118 107 90 72 45
§ AF=14 | AF=14 | AF=14 | AF=25 | AF=3.0 | AF=3.0 | AF=3.0
8 512 559 289 154 86 109 86 52
ml AF=10 | AF=10 | AF=10 | AF=10 | AF=20 | AF=20 | AF=20
8 1024 1071 545 282 150 194 150 84
% AF=10 | AF=10 | AF=10 | AF=10 | AF=20 | AF=20 | AF=20
‘:-<| 2048 2095 1057 538 278 365 278 148
g AF=10 | AF=10 | AF=10 | AF=10 | AF=20 | AF=20 | AF=20
4096 4143 2081 1050 534 706 534 276
AF=10 | AF=10 | AF=10 | AF=10 | AF=20 | AF=20 | AF=20
Table 3-7: Ack Transmission Latency Limit and AckFactor for 5.0 GT /s Mode Operation
by Link Width and Max Payload (Symbol Times)
Link Operating Width
x1 X2 x4 X8 x12 x16 x32
128 288 179 124 118 109 99 84
. AF=14 | AF=14 | AF=14 | AF=25 | AF=3.0 | AF=3.0 | AF=3.0
4 256 467 268 169 158 141 123 96
5: AF=14 | AF=14 | AF=14 | AF=25 | AF=30 | AF=3.0 | AF=3.0
ks 512 610 340 205 137 160 137 103
U)l AF=10 | AF=10 | AF=10 | AF=10 | AF=20 | AF=20 | AF=20
g 1024 1122 596 333 201 245 201 135
% AF=10 | AF=10 | AF=10 | AF=10 | AF=20 | AF=20 | AF=20
i' 2048 2146 1108 589 329 416 329 199
g AF=10 | AF=10 | AF=10 | AF=10 | AF=20 | AF=20 | AF=20
4096 4194 2132 1101 585 757 585 327
AF=10 | AF=10 | AF=10 | AF=10 | AF=20 | AF=20 | AF=20
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@ IMPLEMENTATION NOTE

Retry Buffer Sizing

The Retry Buffer should be large enough to ensure that under normal operating conditions,
transmission is never throttled because the retry buffer is full. In determining the optimal buffer
size, one must consider the Ack Latency value, Ack delay caused by the Receiver already
transmitting another TLP, the delays caused by the physical Link interconnect, and the time required
to process the received Ack DLLP.

Given two components A and B, the L0Os exit latency required by A's Receiver should be accounted
for when sizing A's transmit retry buffer, as is demonstrated in the following example:

O A exits LOs on its Transmit path to B and starts transmitting a long burst of write Requests to B

U B initiates LOs exit on its Transmit path to A, but the LOs exit time required by A’s Receiver is
large

U Meanwhile, B is unable to send Ack DLLPs to A, and A stalls due to lack of Retry Buffer space

O The Transmit path from B to A returns to L0, B transmits an Ack DLLP to A, and the stall is
resolved

This stall can be avoided by matching the size of a component’s Transmitter Retry Buffer to the LOs
exit latency required by the component’s Receiver, or, conversely, by matching the Receiver LOs exit
latency to the desired size of the Retry Buffer.

AckFactor values were chosen to allow implementations to achieve good performance without
requiring an uneconomically large retry buffer. To enable consistent performance across a general
purpose interconnect with differing implementations and applications, it is necessary to set the same
requirements for all components without regard to the application space of any specific component.
If a component does not require the full transmission bandwidth of the Link, it may reduce the size
of its retry buffer below the minimum size required to maintain available retry buffer space with the
Ack Latency values specified.

Note that the Ack Latency values specified ensure that the range of permitted outstanding Sequence
Numbers will never be the limiting factor causing transmission stalls.
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4. Physical Layer Specification

4.1. Introduction

The Physical Layer isolates the Transaction and Data Link Layers from the signaling technology
used for Link data interchange. The Physical Layer is divided into the logical and electrical sub-
blocks (see Figure 4-1).

( N ( N\
Transaction Transaction
. J . J
e N N
DataiLink DataiLink
. J . J

Physical | [  Physical

Logical Sub-block Logical Sub-block
Electrical Sub-block Electrical Sub-block

___ RX ™ ) (U RX ™ )

OM13792

Figure 4-1: Layering Diagram Highlighting Physical Layer

4.2. Logical Sub-block

The logical sub-block has two main sections: a Transmit section that prepares outgoing information
passed from the Data Link Layer for transmission by the electrical sub-block, and a Receiver section
that identifies and prepares received information before passing it to the Data Link Layer.

The logical sub-block and electrical sub-block coordinate the state of each Transceiver through a
status and control register interface or functional equivalent. The logical sub-block directs control
and management functions of the Physical Layer.
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4.2.1. Symbol Encoding

PCI Express uses an 8b/10b transmission code. The definition of this transmission code is identical
to that specified in ANSI X3.230-1994, clause 11 (and also IEEE 802.3z, 36.2.4). Using this
scheme, 8-bit data characters are treated as 3 bits and 5 bits mapped onto a 4-bit code group and a
6-bit code group, respectively. The control bit in conjunction with the data character is used to
identify when to encode one of the 12 Special Symbols included in the 8b/10b transmission code.
These code groups are concatenated to form a 10-bit Symbol. As shown in Figure 4-2, ABCDE
maps to abcdei and FGH maps to fghj.

Transmit Receive
TX<7:0>, Control <Z> RX<7:0>, Control <Z>
MSB : ¢ LSB MSB : T LSB
[7lels[4a]s]2][1]o0] [7lels[4a]s]2][1]0]
# 8 bits + Control # 8 bits + Control
H,G,FE,D,C,B,AZ H,G,FE,D,C,B,AZ
8b —» 10b 10b —» 8b
Encode Decode
# 10 bits # 10 bits
j,h,g.fi,e,d,c,ba j,h,g.fi,e,d,c,b,a
MSB : ¢ LSB MSB : T LSB

lofsl7]els]alafz]a]o]  |ofsf7]e[s]a]a]2][a]o]

-

> + * ' =

OM13793

Figure 4-2: Character to Symbol Mapping

4.2.1.1. Serialization and De-serialization of Data

€, 2

The bits of a Symbol are placed on a Lane starting with bit “a” and ending with bit “j.” Examples
are shown in Figure 4-3 and Figure 4-4.
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Symbol for Symbol for Symbol for Symbol for Symbol for
Byte O Byte 1 Byte 2 Byte 3 Byte 4

++ [2felefofe] [rloln|afelelele] [ ]oln]s |afelelale][t]oln]i e]o]e|ale] [t]e]o]i a]o]c|d]e] ] [a]n]i] -

time =0 time = time = time = time = time =
1x Symbol Time 2x Symbol Time 3x Symbol Time 4x Symbol Time 5x Symbol Time

OM13808

Figure 4-3: Bit Transmission Order on Physical Lanes - x1 Example

Symbol for: Symbol for:
Byte O Byte 4

Lane 0 e |a|b|c|d|e|i|f|g|h|j|a|b|c|d|e|i|f|g|h|j|

Byte 1 Byte 5

—

Lane 1 e |a|b|c|d|e|i|f|g|h|j|a|b|c|d|e|i|f|g|h|j|

Byte 2 Byte 6

—

Lane 2 eee |a|b|c|d|e|i|f|g|h|j|a|b|c|d|e|i|f|g|h|j|

Byte 3 Byte 7

N

Lane 3 eee |a|b|c|d|e|||f|g|h|]|a|b|C|d|e|l|f|9|h|l| oo

time =0 time = time =
1x Symbol Time 2x Symbol Time

OM13809

Figure 4-4: Bit Transmission Order on Physical Lanes - x4 Example

4.2.1.2. Special Symbols for Framing and Link Management
(K Codes)

The 8b/10b encoding scheme provides Special Symbols that are distinct from the Data Symbols
used to represent Characters. These Special Symbols are used for various Link Management
mechanisms described later in this chapter. Special Symbols are also used to frame DLLPs and
TLPs, using distinct Special Symbols to allow these two types of Packets to be quickly and easily
distinguished.

Table 4-1 shows the Special Symbols used for PCI Express and provides a brief description for

each. These Symbols will be discussed in greater detail in following sections. Note that each of
these Special Symbols, as well as the data Symbols, must be interpreted by looking at the 10-bit

Symbol in its entirety.
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Table 4-1: Special Symbols

Encoding Symbol Name Description

K28.5 COM Comma Used for Lane and Link initialization
and management

K27.7 STP Start TLP Marks the start of a Transaction
Layer Packet

K28.2 SDP Start DLLP Marks the start of a Data Link Layer
Packet

K29.7 END End Marks the end of a Transaction Layer
Packet or a Data Link Layer Packet

K30.7 EDB EnD Bad Marks the end of a nullified TLP

K23.7 PAD Pad Used in Framing and Link Width and
Lane ordering negotiations

K28.0 SKP Skip Used for compensating for different
bit rates for two communicating Ports

K28.1 FTS Fast Training Sequence Used within an Ordered Set to exit
from LOs to LO

K28.3 IDL Idle Used in the Electrical Idle Ordered
Set (EIOS)

K28.4 Reserved

K28.6 Reserved

K28.7 EIE Electrical Idle Exit Reserved in 2.5 GT/s
Used in the Electrical Idle Exit
Ordered Set (EIEOS) and sent prior
to sending FTS at speeds other than
25GT/s

4.2.1.3. 8b/10b Decode Rules

The Symbol tables for the valid 8b/10b codes are given in Appendix B. These tables have one
column for the positive disparity and one column for the negative disparity.

A Transmitter is permitted to pick any disparity when first transmitting differential data after being
in an Electrical Idle state. The Transmitter must then follow proper 8b/10b encoding rules until the
next Electrical Idle state is entered.

The initial disparity for a Receiver that detects an exit from Electrical Idle is set to the disparity of
the first Symbol used to obtain Symbol lock. Disparity may also be-reinitialized if Symbol lock is
lost and regained during the transmission of differential information due to an implementation
specific number of errors. All following received Symbols after the initial disparity is set must be in
the found in the proper column corresponding to the current running disparity.

If a received Symbol is found in the column corresponding to the incorrect running disparity or if
the Symbol does not correspond to either column, the Physical Layer must notify the Data Link
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Layer that the received Symbol is invalid. This is a Receiver Error, and is a reported error associated
with the Port (see Section 6.2).

4.2.2. Framing and Application of Symbols to Lanes

There are two classes of framing and application of Symbols to Lanes. The first class consists of the
Ordered Sets and the second class consists of TLP and DLLP packets. Ordered Sets are always
transmitted serially on each Lane, such that a full Ordered Set appears simultaneously on all Lanes
of a multi-Lane Link.

The Framing mechanism uses Special Symbol K28.2 “SDP” to start a DLLP and Special Symbol
K27.7 “STP” to start a TLP. The Special Symbol K29.7 “END” is used to mark the end of either a
TLP or a DLLP.

The conceptual stream of Symbols must be mapped from its internal representation, which is
implementation dependent, onto the external Lanes. The Symbols are mapped onto the Lanes such
that the first Symbol (representing Character 0) is placed onto Lane 0; the second is placed onto
Lane 1; etc. The x1 Link represents a degenerate case and the mapping is trivial, with all Symbols
placed onto the single Lane in order.

When no packet information or special Ordered Sets are being transmitted, the Transmitter is in the
Logical Idle state. During this time idle data must be transmitted. The idle data must consist of the
data byte 0 (00 Hexadecimal), scrambled according to the rules of Section 4.2.3 and 8b/10b encoded
according to the rules of Section 4.2.1, in the same way that TLP and DLLP Data Symbols are
scrambled and encoded. Likewise, when the Receiver is not receiving any packet information or
special Ordered Sets, the Receiver is in Logical Idle and shall receive idle data as described above.
During transmission of the idle data, the SKP Ordered Set must continue to be transmitted as
specified in Section 4.2.7.

For the following rules, “placed” is defined to mean a requirement on the Transmitter to put the
Symbol into the proper Lane of a Link.

O TLPs must be framed by placing an STP Symbol at the start of the TLP and an END Symbol or
EDB Symbol at the end of the TLP (see Figure 4-5).

U DLLPs must be framed by placing an SDP Symbol at the start of the DLLP and an END
Symbol at the end of the DLLP (see Figure 4-6).

O Logical Idle is defined to be a petiod of one or more Symbol Times when no information: TLPs,
DLLPs or any type of Special Symbol is being Transmitted/Received. Unlike Electrical Idle,
during Logical Idle the Idle Symbol (00h) is being transmitted and received.

e When the Transmitter is in Logical Idle, the Idle data Symbol (00h) shall be transmitted on
all Lanes. This is scrambled according to the rules in Section 4.2.3.

e Receivers must ignore incoming Logical Idle data, and must not have any dependency other
than scramble sequencing on any specific data patterns.

U For Links wider than x1, the STP Symbol (representing the start of a TLP) must be placed in
Lane 0 when starting Transmission of a TLP from a Logical Idle Link condition.
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For Links wider than x1, the SDP Symbol (representing the start of a DLLP) must be placed in
Lane 0 when starting Transmission of a DLLP from a Logical Idle Link condition.

The STP Symbol must not be placed on the Link more frequently than once per Symbol Time.
The SDP Symbol must not be placed on the Link more frequently than once per Symbol Time.

As long as the above rules are satisfied, TLP and DLLP Transmissions are permitted to follow
each other successively.

One STP Symbol and one SDP Symbol may be placed on the Link in the same Symbol Time.

e Note: Links wider than x4 can have STP and SDP Symbols placed in Lane 4*N, where N is
a positive integer. For example, for x8, STP and SDP Symbols can be placed in Lanes 0 and
4; and for x16, STP and SDP Symbols can be placed in Lanes 0, 4, 8, or 12.

For xN Links where N is 8 or more, if an END or EDB Symbol is placed in a Lane K, where K
does not equal N-1, and is not followed by a STP or SDP Symbol in Lane K+1 (i.e., there is no
TLP or DLLP immediately following), then PAD Symbols must be placed in Lanes K+1 to
Lane N-1.

e Note: For example, on a x8 Link, if END or EDB is placed in Lane 3, PAD must be placed
in Lanes 4 to 7, when not followed by STP or SDP.

The EDB Symbol is used to mark the end of a nullified TLP. Refer to Section 3.5.2.1 for
information on the usage of EDB.

Receivers may optionally check for violations of the rules of this section. Any such violation is a
Receiver Error, and is a reported error associated with the Port (see Section 6.2).

Symbol 0 Symbol 1 | Symbol 2

STP Reserved Packet Sequence Number T

| Symbol (N-3) | Symbol (N-2) Symbol (N-1)

oo LCRC Value END

OM13794

Figure 4-5: TLP with Framing Symbols Applied
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+0 +1 +2 +3
Byte 0 > /
Byte 4 > / ~ ~~

—t

SDP |

Symbol0  Symboll Symbol2 Symbol3 Symbol4 Symbol5 Symbol6  Symbol 7

OM13795

Figure 4-6: DLLP with Framing Symbols Applied

STP Framing Symbol
added by Physical Layer

Reserved bits and
Sequence Number
added by

Data Link Layer

-~ TLP generated by

Transaction Layer
XX ]

LCRC added by
Data Link Layer

END Framing Symbol
added by Physical Layer

OM13796

Figure 4-7: Framed TLP on a x1 Link
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Lane 0 Lanel

STP/END Framing Symbols-
P P\ e Physical Layer
eoo Sequence Number/LCRC-
s Data Link Layer

TLP - Transaction Layer

OM13797

Figure 4-8: Framed TLP on a x2 Link

Lane 0 Lanel Lane 2 Lane 3

STP/END Framing Symbols-
P N N D U Physical Layer

oo Sequence Number/LCRC-
e~~~ Data Link Layer

TLP - Transaction Layer

OM13798

Figure 4-9: Framed TLP on a x4 Link

4.2.3. Data Scrambling

The scrambling function can be implemented with one or many Linear Feedback Shift Registers
(LEFSRs) on a multi-Lane Link. When there is more than one Transmit LFSR per Link, these must
operate in concert, maintaining the same simultaneous (see Table 4-9, Lane-to-Lane Output Skew)
value in each LFSR. When there is more than one Receive LFSR per Link, these must operate in
concert, maintaining the same simultaneous (see Table 4-12, Total Skew) value in each LFSR.
Regardless of how they are implemented, LFSRs must interact with data on a Lane-by-Lane basis as
if there was a separate LFSR as described here for each Lane within that Link. On the Transmit
side, scrambling is applied to characters prior to the 8b/10b encoding. On the Receive side, de-
scrambling is applied to characters after 8b/10b decoding.

The LFSR is graphically represented in Figure 4-10. Scrambling or unscrambling is performed by
serially XORing the 8-bit (D0-D7) character with the 16-bit (ID0-D15) output of the LFSR. An
output of the LFSR, D15, is XORed with DO of the data to be processed. The LFSR and data
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register are then serially advanced and the output processing is repeated for D1 through D7. The
LFSR is advanced after the data is XORed. The LESR implements the polynomial:

GX)=X"+X"+X*"+X’+1

The mechanism(s) and/or interface(s) utilized by the Data Link Layer to notify the Physical Layer to
disable scrambling is implementation specific and beyond the scope of this specification.

The data scrambling rules are the following:
U The COM Symbol initializes the LFSR.
U The LFSR value is advanced eight serial shifts for each Symbol except the SKP.

O All data Symbols (D codes) except those within a Training Sequence Ordered Sets (e.g., TS1,
TS2) and the Compliance Pattern (see Section 4.2.8) are scrambled.

U

All special Symbols (K codes) are not scrambled.

The initialized value of an LEFSR seed (D0-D15) is FFFFh. Immediately after a COM exits the
Transmit LFSR, the LESR on the Transmit side is initialized. Every time a COM enters the
Receive LFSR on any Lane of that Link, the LFSR on the Receive side is initialized.

U

U

Scrambling can only be disabled at the end of Configuration (see Section 4.2.6.3.5).

U

Scrambling does not apply to a loopback slave.

U

Scrambling is always enabled in Detect by default.

@ IMPLEMENTATION NOTE

Disabling Scrambling

Disabling scrambling is intended to help simplify test and debug equipment. Control of the exact
data patterns is useful in a test and debug environment. Since scrambling is reset at the Physical
Layer there is no reasonable way to reliably control the state of the data transitions through
software. Thus, the Disable Scrambling bit is provided for these purposes.

The mechanism(s) and/or interface(s) utilized by the Data Link Layer to notify the Physical Layer to
disable scrambling is component implementation specific and beyond the scope of this specification.

For more information on scrambling, see Appendix C.
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D14 D15

P DS g DSETQ

Clock N arQ crQ
9%

Data In

£ Data Out

Figure 4-10: LFSR with Scrambling Polynomial

4.2.4. Link Initialization and Training

OM13799A

This section defines the Physical Layer control process that configures and initializes each Link for

normal operation. This section covers the following functions:
U configuring and initializing the Link

O supporting normal packet transfers

O supported state transitions when recovering from Link errors

QO restarting a Port from low power states.

The following are discovered and determined during the training process:

O Link width

U Link data rate

O Lane reversal

O polarity inversion.

Training does:

Link data rate negotiation.
Bit lock per Lane

Lane polarity

Symbol lock per Lane

Lane ordering within a Link

Link width negotiation

o000 00Do

Lane-to-Lane de-skew within a multi-Lane Link.
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4.2.4.1. Training Sequences

Training sequences are composed of Ordered Sets used for initializing bit alignment, Symbol
alighment and to exchange Physical Layer parameters. Training sequence Ordered Sets are never
scrambled but are always 8b/10b encoded.

Training sequences (TS1 or TS2) are transmitted consecutively and can only be interrupted by SKP
Ordered Sets (see Section 4.2.7) or EIEOSs in speeds other than 2.5 GT/s (see below).

The Training control bits for Hot Reset, Disable Link, and Enable Loopback are mutually exclusive,
only one of these bits is permitted to be set at a time as well as transmitted on all Lanes in a
configured (all Lanes in L0O) or possible (all Lanes in Configuration) Link. If more than one of the
Hot Reset, Disable Link, or Enable Loopback bits are set at the same time, the Link behavior is
undefined.

Table 4-2: TS1 Ordered Set

Symbol Encoded Values Description

Number

0 K28.5 COM for Symbol alignment

1 D0.0 - D31.7, K23.7 | Link Number within component

2 D0.0 - D31.0, K23.7 | Lane Number within Port

3 D0.0-D31.7 N_FTS. This is the number of Fast Training Sequences
required by the Receiver to obtain reliable bit and Symbol
lock.
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Symbol Encoded Values Description

Number

4 D2.0, D2.2, D24, Data Rate Identifier
D2.6, D6.0, D6.2, Bit 0 — Reserved, set to Ob.
D6.4, D6.6

Bit 1 — When set to 1b, indicates 2.5 GT/s data rate supported.

Bit 2 — When set to 1b, indicates 5.0 GT/s data rate supported.
Devices that advertise the 5 GT/s data rate must also
advertise support for the 2.5 GT/s data rate (i.e., set Bit 1 to
1b).

Bit 3:5 — Reserved, must be set to Ob.

Bit 6 (Autonomous Change) —

Downstream component: Autonomous Change/Selectable De-
emphasis: When set to 1b in Configuration state and LinkUp
= 1b, indicates that the speed or Link width change initiated by
the Downstream component is not caused by a Link reliability
issue.

In Recovery state, this bit indicates the de-emphasis
preference of the Downstream component.

In Polling.Active substate, this bit specifies the de-emphasis
level the Upstream component must operate in if it enters
Polling.Compliance and operates in 5.0 GT/s data rate.

In Configuration.Linkwidth.Start substate with LinkUp = Ob and
in the Loopback.Entry substate, this bit specifies the de-
emphasis level the Upstream component must operate in if it
enters Loopback state (from Configuration) and operates in
5.0 GT/s data rate. For de-emphasis, a value of 1b indicates -
3.5 dB de-emphasis and a value of Ob indicates -6 dB de-
emphasis.

This bit is reserved in all other states for a Downstream
component.

Upstream component: In Polling.Active,
Configuration.Linkwidth.Start, and Loopback.Entry substates,
this bit specifies the de-emphasis level the Downstream
component must operate in 5.0 GT/s data rate if it enters
Polling.Compliance and Loopback states, respectively. A
value of 1b indicates -3.5 dB de-emphasis and a value of Ob
indicates -6 dB de-emphasis.

This bit is reserved for all other states.

Bit 7 (speed_change) — When set to 1b, indicates a request to
change the speed of operation. This bit can be set to 1b only
during Recovery.RcvrLock state.

All Lanes under the control of a common LTSSM must
transmit the same value in this Symbol. Transmitters must
advertise all supported data rates in Polling.Active and
Configuration.LinkWidth.Start substates, including data rates
they do not intend to operate on.
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Symbol
Number

Encoded Values

Description

5

DO0.0, D1.0, D2.0,
D4.0, D8.0, D16.0,
D20.0

Training Control

Bit 0 — Hot Reset

Bit 0 = Ob, De-assert

Bit 0 = 1b, Assert

Bit 1 — Disable Link

Bit 1 = Ob, De-assert

Bit 1 = 1b, Assert

Bit 2 — Loopback

Bit 2 = Ob, De-assert

Bit 2 = 1b, Assert

Bit 3 — Disable Scrambling

Bit 3 = Ob, De-assert

Bit 3 = 1b, Assert

Bit 4 — Compliance Receive

Bit 4 = Ob, De-assert

Bit 4 = 1b, Assert

Components that support 5 GT/s data rate must implement
this bit as specified. Components that support only 2.5 GT/s
data rate may optionally implement this bit as a Receiver. If
not implemented for components that support only 2.5 GT/s
data rate, this bit will be reserved and must behave as if the
component received a 0b in this bit position.

Bit 5:7 — Reserved

Set to Ob

6-15

D10.2

TS1 Identifier

Table 4-3: TS2 Ordered Set

Symbol
Number

Encoded Values

Description

K28.5

COM for Symbol alignment

DO0.0 - D31.7, K23.7

Link Number within component

D0.0 - D31.0, K23.7

Lane Number within Port

WIN| =

D0.0 - D31.7

N_FTS. This is the number of Fast Training Sequences
required by the Receiver to obtain reliable bit and Symbol
lock.
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Symbol Encoded Values Description

Number

4 D2.0, D2.2, D24, Data Rate Identifier
D2.6, D6.0, D6.2, Bit 0 — Reserved, set to Ob
D6.4, D6.6

Bit 1 — When set to 1b, indicates 2.5 GT/s data rate supported.

Bit 2 — When set to 1b, indicates 5.0 GT/s data rate supported.
Devices that advertise the 5 GT/s data rate must also
advertise support for the 2.5 GT/s data rate (i.e., set Bit 1 to
1b).

Bit 3:5 — Reserved, must be set to Ob.

Bit 6 (Autonomous Change/Link Upconfigure
Capability/Selectable De-emphasis) — This bit is used for Link
upconfigure capability notification, as well as Selectable De-
emphasis by an Upstream component, and for Link
upconfigure capability notification as well as autonomous
bandwidth change notification by a Downstream component.
In Configuration Complete substate (both for Upstream and
Downstream components): When set to 1b, indicates the
capability of the component to upconfigure the Link to a
previously negotiated Link width during the current LinkUp =
1b state. The device advertising this optional capability must
be capable of supporting at least a x1 Link in the Lane 0
assigned in the Configuration state.

In Recovery state for a Downstream component: When set to
1b by the Downstream component, indicates that the speed or
Link width change initiated by the Downstream component is
not caused by a Link reliability issue.

In Recovery state for an Upstream component: This bit must
be set to 1b if the Upstream component wants the Link to
operate in -3.5 dB in 5.0 GT/s speed and reset to Ob if the
Upstream component wants the Link to operate in -6 dB in
5.0 GT/s speed if it is advertising 5.0 GT/s data rates (i.e., bit
2 of Symbol 4 is 1b).

In Polling.Configuration substate both by Upstream and
Downstream components: This indicates the de-emphasis
level of transmission in 5.0 GT/s data rate if the receiving
device enters Loopback from Configuration. A value of 1b
indicates -3.5 dB de-emphasis and a value of Ob indicates

-6 dB de-emphasis.

This bit is reserved in all the other states not covered above
for an Upstream or Downstream component.

Bit 7 (speed_change) — When set to 1b, indicates a request to
change the speed of operation.

This bit can be set to 1b only during Recovery.RcvrCfg state.
All Lanes under the control of a common LTSSM must
transmit the same value in this Symbol. Transmitters must
advertise all supported data rates in Polling.Configuration
substate, including data rates they do not intend to operate on.
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Symbol Encoded Values Description

Number

5 D0.0, D1.0, D2.0, Training Control
D4.0, D8.0 Bit 0 — Hot Reset

Bit 0 = Ob, De-assert
Bit 0 = 1b, Assert

Bit 1 — Disable Link
Bit 1 = Ob, De-assert
Bit 1 = 1b, Assert
Bit 2 — Loopback

Bit 2 = Ob, De-assert
Bit 2 = 1b, Assert
Bit 3 — Disable Scrambling
Bit 3 = Ob, De-assert
Bit 3 = 1b, Assert
Bit 4:7 — Reserved
Setto Ob

6-15 D5.2 TS2 Identifier

4.2.4.2. Electrical Idle Sequences

Before a Transmitter enters Electrical Idle, it must always send the Electrical Idle Ordered Set
(EIOS), a K28.5 (COM) followed by three K28.3 (IDL), at 2.5 GT/s data rates and two sets of a
K28.5 (COM) followed by three K28.3 IDL) (i.e., COM IDL IDL IDL COM IDL IDL IDL) at
data rates greater than 2.5 GT/s, unless otherwise specified. After sending the last Symbol of the
last Electrical Idle Ordered Set, the Transmitter must be in a valid Electrical Idle state as specified by
Trxpreserropie-(see Table 4-9).

Table 4-4: Electrical Idle Ordered Set (EIOS)

Symbol Encoded Values Description
Number
0 K28.5 COM for Symbol alignment

1 K28.3 IDL
2 K28.3 IDL
3 K28.3 IDL
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Table 4-5: Electrical Idle Exit Sequence Ordered Set (EIEOS) for Data Rates Greater Than

2.5 GT/s)
Symbol Encoded Values Description
Number
0 K28.5 COM for Symbol alignment
1-14 K28.7 EIE — K Symbol with low frequency components for helping
achieve exit from Electrical Idle
15 D10.2 TS1 Identifier

The Electrical Idle exit sequence (EIEOS) Ordered Set is transmitted only when operating at speeds
other than 2.5 GT/s in the Recovery.RevrLock, Recovery. RevrCfg, and
Configuration.Linkwidth.Start substates. The EIEOS ordered set is not scrambled but is always
8b/10b encoded. This Ordered Set has enough low frequency components and is sent periodically
to ensure that the exit Electrical Idle circuitry can detect an exit from Electrical Idle. Before starting
to send the first TS1 Otrdered Set in the sequence of TS1/TS2 Otrdered Sets in speeds other than
2.5 GT/s, an EIEOS is sent. An EIEOS is requited to be sent after transmitting every 32
consecutive TS1 or TS2 Otrdered Sets in speeds other than 2.5 GT/s. The EIEOS interval count
must be reset to Ob after the first TS2 Ordered Set is received in the Recovery.RevrCfg substate. An
EIEOS is sent just prior to sending the first TS1 Ordered Set in the Configuration.Linkwidth.Start
substate and the EIEOS interval count is reset to Ob. If any SKP Ordered Sets are sent in between
the 32 'TS1/TS2 Ordered Sets, those TS1/TS2 Ordered Sets ate considered consecutive for sending
the EIEOS.

Example: An LTSSM enters Recovery.RevrLock substate from L0 in 5.0 GT/s speed. It transmits
an EIEOS followed by TS1 Ordered Sets. It transmits 32 TS1 Ordered Sets following which it
transmits the second EIEOS. Subsequently it sends two more TS1 Ordered Sets and enters
Recovery.RevrCfg where it transmits the third EIEOS after transmitting 30 TS2 Ordered Sets. It
transmits 31 more TS2’s (after the first 30 TS2’s) in Recovery.RevrCfg substate when it receives a
TS2 Ordered Set. Since it receives its first TS2 Ordered Set, it will reset its EIEOS interval count to
0 and keep transmitting another 16 TS2’s before transitioning to Recovery.Idle substate. Thus, it did
not send an EIEOS in the midst of the last 47 TS2 Ordered Sets since the EIEOS interval count got
reset to Ob. From Recovery.Idle, the LTSSM transitions to Configuration.Linkwidth.Start substate
and transmits an EIEOS after which it starts transmitting the TS1 Ordered Sets.

While operating in speeds other than 2.5 GT/s, an implementation is permitted to not rely on the
output of the Electrical Idle detection circuitry except when receiving the EIEOS during certain
LTSSM states or during the receipt of the FTS prepended by the four consecutive EIE Symbols (see
Section 4.2.4.5) at the Receiver during Rx.LOs state or the Modified Compliance Pattern in
Polling.Compliance substate when the circuitry is required to signal an exit from Electrical Idle.
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4.2.4.3. Inferring Electrical Idle

A device is permitted in all speeds of operation to infer Electrical Idle instead of detecting Electrical
Idle using analog circuitry. Table 4-6 summarizes the conditions to infer Electrical Idle in the
various substates.

Table 4-6: Electrical Idle Inference Conditions

State 2.5 GTI/s 5.0 GT/s

LO Absence of Update FC or Absence of Update FC or
alternatively a SKP Ordered alternatively a SKP Ordered Set
Set in 128 ys window in 128 ys window

Recovery.RcvrCfg Absence of a TS1 or TS2 Absence of a TS1 or TS2
Ordered Set in a 1280 Ul Ordered Set in a 1280 Ul interval
interval

Recovery.Speed when Absence of a TS1 or TS2 Absence of a TS1 or TS2

successful_speed_negotiation = 1b Ordered Set in a 1280 Ul Ordered Set in a 1280 Ul interval
interval

Recovery.Speed when Absence of an exit from Absence of an exit from Electrical

successful_speed_negotiation = 0b Electrical Idle in an 2000 Ul Idle in a 16000 Ul interval
interval

Loopback.Active (as slave) Absence of an exit from N/A
Electrical Idle in a 128 ys
window

The Electrical Idle exit condition must not be determined based on inference of Electrical Idle
condition. Note also that, for area efficiency, an implementation is permitted to choose to
implement a common timeout counter per LTSSM and look for the Electrical Idle inference
condition within the common timeout window determined by the common counter for each of the
Lanes the LTSSM controls instead of having a timeout counter per Lane.
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@ IMPLEMENTATION NOTE

Inference of Electrical Idle

In LO state, some number of Update_FC’s are expected to be received in a 128 pus window. Also in
L0, a SKP Ordered Set is expected to be received on average every 1538 Symbols. As a
simplification, it is permitted to use either one (or both) of these indicators to infer Electrical Idle.
Hence, the absence of either an Update_FC DLLP or alternatively a SKP Ordered Set in any 128 us
window can be inferred as Electrical Idle. In Recovery.RcvrCtg as well as Recovery.Speed with
successful speed negotiation, the Receiver should receive TS1 or TS2 Ordered Sets continuously
with the exception of the EIEOS and the SKP Ordered Set. Hence, the absence of a TS1 or TS2
Ordered Set in any 1280 Ul interval (128 Symbol times) must be treated as Electrical Idle for
components that implement the inference mechanism. In the event that the device enters
Recovery.Speed with successful_speed_negotiation = Ob, there is a possibility that the device had
failed to receive Symbols. Hence, the Electrical Idle inference is done as an absence of exit from
Electrical Idle. In speeds other than 2.5 GT/s, Electrical Idle exit is guaranteed only on receipt of
an EIEOS. Hence, the window is set to 16000 UI for detecting an exit from Electrical Idle in

5.0 GT/s speeds. In 2.5 GT/s speed, Electrical Idle exit must be detected with every Symbol
received. Hence, absence of Electrical Idle exit in an 2000 Ul window constitutes an Electrical Idle
condition.

4.2.4.4. Lane Polarity Inversion

During the training sequence, the Receiver looks at Symbols 6-15 of TS1 and TS2 as the indicator of
Lane polarity inversion (D+ and D- are swapped). If Lane polarity inversion occurs, the TS1
Symbols 6-15 received will be D21.5 as opposed to the expected D10.2. Similatly, if Lane polarity
inversion occurs, Symbols 6-15 of the TS2 Ordered Set will be ID26.5 as opposed to the expected
D5.2. This provides the clear indication of Lane polarity inversion.

If polarity inversion is detected the Receiver must invert the received data. The Transmitter must
never invert the transmitted data. Support for Lane Polarity Inversion is required on all PCI
Express Receivers across all Lanes independently.

4.2.4.5. Fast Training Sequence (FTS)

Fast Training Sequence (FTS) is the mechanism that is used for bit and Symbol lock when
transitioning from L0Os to LO. The FTS is used by the Receiver to detect the exit from Electrical Idle
and align the Receiver’s bit/Symbol receive circuitry to the incoming data. Refer to Section 4.2.5 for
a description of L0 and LOs.

A single FTS comprises one K28.5 (COM) Symbol followed by three K28.1 Symbols. The
maximum number of FTSs (N_FTS) that a component can request is 255, providing a bit time lock
of 4 * 255 * 10 * UL If the speed of operation is greater than 2.5 GT/s, four consecutive EIE
Symbols are transmitted at valid signal levels prior to transmitting the first FTS. These Symbols will
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help the Receiver detect exit from Electrical Idle. An implementation that does not guarantee
proper signaling levels for up to the allowable time on the Transmitter pins (see Table 4-9) since
exiting Electrical Idle condition is required to prepend its first FTS by extra EIE Symbols so that the
Receiver can receive at least four EIE Symbols at valid signal levels. Implementations must not
transmit more than eight EIE Symbols prior to transmitting the first FTS. A component is
permitted to advertise different N_FTS rates at different speeds. For speeds other than 2.5 GT/s, a
component may choose to advertise an appropriate N_FTS number considering that it will receive
the four EIE Symbols. 4096 FTSs must be sent when the Extended Synch bit is set in order to
provide external Link monitoring tools with enough time to achieve bit and framing
synchronization. SKP Ordered Sets must be scheduled and transmitted between FTSs as necessary
to meet the definitions in Section 4.2.7 with the exception that no SKP Ordered Sets can be
transmitted during the first N_FTS FTSs. A single SKP Ordered Set is always sent after the last
TS is transmitted. Note that it is possible that two SKP Ordered Sets can be transmitted back to
back (one SKP Ordered Set to signify the completion of the 4096 FTSs and one scheduled and
transmitted to meet the definitions described in Section 4.2.7).

N_FTS defines the number of FTSs that must be transmitted when transitioning from LOs to LO.
At the 2.5 GT/s data rate, the value that can be requested by a component cotresponds to a Symbol
lock time of 16 ns (N_FTS set to Ob and one SKP Ordered Set) to ~4 us (N_FTS set to 255),
except when the Extended Synch bit is set, which requires the transmission of 4096 FTSs resulting
in a bit lock time of 64 ps. Note that the N_FTS value reported by a component may change; for
example, due to software modifying the value in the Common Clock Configuration bit

(Section 7.8.7).

If the N_FTS period of time expires before the Receiver obtains bit lock, Symbol lock, and Lane-to-
Lane de-skew on all Lanes of the configured Link, the Receiver must transition to the Recovery.
This sequence is detailed in the LTSSM in Section 4.2.5.

4.2.4.6. Link Error Recovery

U Link Errors are defined as 8b/10b decode errors, loss of Symbol lock, Elasticity Buffer
Overflow/Underflow, or loss of Lane-to-Lane de-skew.

e 8b/10b decode errors must be checked and trigger a Receiver Error in specified LTSSM
states (see Table 4-4), which is a reported error associated with the Port (see Section 6.2).
Triggering a Receiver Error on any or all of Framing Error, Loss of Symbol Lock, Lane
Deskew Error, and Elasticity Buffer Overflow/Undetflow is optional.

O On a configured Link, which is in L0, error recovery will at a minimum be managed in a Layer
above the Physical Layer (as described in Section 3.5) by directing the Link to transition to
Recovery.

e Note: Link Errors may also result in the Physical Layer initiating a LTSSM state transition
from LO to Recovery.

U All LTSSM states other than L.O make progress21 when Link Errors occut.

21 |n this context, progress is defined as the LTSSM not remaining indefinitely in one state with the possible
exception of Detect.
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e Note: Link errors that occur, while in L.TSSM states other than 1.0, must not result in the
Physical Layer initiating a LTSSM state transition.

QO If a Lane detects an implementation specific number of 8b/10b errors, Symbol lock must be
verified or re-established as soon as possible.?2

4.2.4.7. Reset

Reset is described from a system point of view in Section 06.6.

4.2.4.7.1. Fundamental Reset

U Fundamental Reset applies only when Main power is present.
U Fundamental Reset does not apply when no power or Aux power is present.
When Fundamental Reset is asserted:

O The Receiver terminations are requited to meet Zgy mcrmm-neros 204 Zrx g mm.peee (S€€

Table 4-12).
U The Transmitter is required only to meet Ly gorr (see Table 4-9).

U The Transmitter holds a constant DC common mode voltage.23

When Fundamental Reset is de-asserted:

O The Port LTSSM (see Section 4.2.5) is initialized (see Section 6.6.1 for additional requirements).
4.2.4.7.2. Hot Reset

Hot Reset is a protocol reset defined in Section 4.2.5.11.

4.2.4.8. Link Data Rate Negotiation

All devices are required to start Link initialization using a 2.5 G'T/s data rate on each Lane. A field
in the training sequence Ordered Set (see Section 4.2.4) is used to advertise all supported data rates.
The Link trains to L0 inidally in 2.5 GT/s data rate after which data rate change occurs by going
through the Recovery state.

22 The method to verify and re-establish Symbol lock is implementation specific.

23 The common mode being driven is not required to meet the Absolute Delta Between DC Common Mode during LO
and Electrical Idle (VTX-CM-DC-ACTIVE-IDLE-DELTA) specification (see Table 4-9).
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4.2.4.9. Link Width and Lane Sequence Negotiation

PCI Express Links must consist of 1, 2, 4, 8, 12, 16, or 32 Lanes in parallel, referred to as x1, x2, x4,
x8, x12, x106, and x32 Links, respectively. All Lanes within a Link must simultaneously (transmit
data based on the same frequency with a skew between Lanes not to exceed L gy (Table 4-9).
The negotiation process is described as a sequence of steps.

The negotiation establishes values for Link number and Lane number for each Lane that is part of a
valid Link; each Lane that is not part of a valid Link exits the negotiation to become a separate Link
or remains in Electrical Idle.

During Link width and Lane number negotiation, the two communicating Ports must accommodate
the maximum allowed Lane-to-Lane skew as specified by Lyy gcpy in Table 4-12.

Optional Link negotiation behaviors include Lane reversal, variable width Links, splitting of Ports
into multiple Links and the configuration of a crosslink.

Annex specifications to this specification may impose other rules and restrictions that must be
comprehended by components compliant to those annex specifications; it is the intent of this
specification to comprehend interoperability for a broad range of component capabilities.

4.2.4.9.1. Required and Optional Port Behavior
O The ability for a xN Port to form a xN Link as well as a x1 Link (where N can be 32, 16, 12, 8, 4,
2, and 1) is required.

e Note: Designers must connect Ports between two different components in a way that allows
those components to meet the above requirement. If the Ports between components are
connected in ways that are not consistent with intended usage as defined by the component’s
Port descriptions/data sheets, behavior is undefined.

O The ability for a xN Port to form any Link width between N and 1 is optional.

e Note: An example of this behavior includes a x16 Port which can only configure into only
one Link, but the width of the Link can be configured to be x12, x8, x4, x2 as well as the
required widths of x16 and x1.

O The ability to split a Port into two or more Links is optional.

e Note: An example of this behavior would be a x16 Port that may be able to configure two x8
Links, four x4 Links, or 16 x1 Links.

O Support for Lane reversal is optional.

e If implemented, Lane reversal must be done for both the Transmitter and Receiver of a
given Port for a multi-Lane Link.

e Note: An example of Lane reversal consists of Lane 0 of an Upstream Port attached to Lane
N-1 of a Downstream Port where either the Downstream or Upstream device may reverse
the Lane order to configure a xN Link.
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Support for formation of a crosslink is optional. In this context, a Downstream Port connected to a
Downstream Port or an Upstream Port connected to an Upstream Port is a crosslink.

Current and futute electromechanical and/or form factor specifications may require the
implementation of some optional features listed above. Component designers must read the
specifications for the systems that the component(s) they are designing will used in to ensure
compliance to those specifications.

4.2.4.10. Lane-to-Lane De-skew
The Receiver must compensate for the allowable skew between all Lanes within a multi-Lane Link
(see Table 4-9 and Table 4-12) before delivering the data and control to the Data Link Layer.

An unambiguous de-skew mechanism uses the COM Symbol transmitted during training sequence
or SKP Ordered Sets across all Lanes within a configured Link. Other de-skew mechanisms may

also be employed. Lane-to-Lane de-skew must be performed during Configuration, Recovery, and
LOs in the LTSSM.

4.2.4.11. Lane vs. Link Training

The Link initialization process builds unassociated Lanes of a Port into associated Lanes that form a
Link. For Lanes to configure properly into a desired Link, the TS1 and TS2 Ordered Sets must have
the appropriate fields (Symbol 3, 4, and 5) set to the same value on all Lanes.

Links are formed at the conclusion of Configuration.

O Note: If the optional behavior of a Port being able to configure multiple Links is employed, the
following observations can be made:

e A separate LTSSM is needed for the maximum number of Links that are desired to be
configured by any given Port.

e The LTSSM Rules are written for configuring one Link. The decision to configure Links in
a serial fashion or parallel is implementation specific.

4.2.5. Link Training and Status State Machine (LTSSM)
Descriptions

The LTSSM states are illustrated in Figure 4-11. These states are described in following sections.

All timeout values specified in the Link Training and Status state machine (LTSSM) timeout values
are minus 0 seconds and plus 50% unless explicitly stated otherwise. All timeout values must be set
to the specified values after power-on/reset. All counter values must be set to the specified values
after powet-on/reset.
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4.2.5.1. Detect

The purpose of this state is to detect when a far end termination is present. This state can be
entered at any time if directed.

4.2.5.2. Polling

The Port transmits training Ordered Sets and responds to the received training Ordered Sets. In
this state, bit lock and Symbol lock are established and Lane polarity is configured.

The polling state includes Polling.Compliance (see Section 4.2.6.2.2). This state is intended for use
with test equipment used to assess if the Transmitter and the interconnect present in the device
under test setup is compliant with the voltage and timing specifications in Table 4-9 and Table 4-12.

The Polling.Compliance state also includes a simplified inter-operability testing scheme that is
intended to be performed using a wide array of test and measurement equipment (i.e., pattern
generator, oscilloscope, BERT, etc.). This portion of the Polling. Compliance state is logically
entered by at least one component asserting the Compliance Receive bit (bit 4 in Symbol 5 of TS1)
while not asserting the Loopback bit (bit 2 in Symbol 5 of TS1) upon entering Polling. Active. A
provision for changing speeds to the highest common transmitted and received Link speed (Symbol
4 of TS1) is also included to make this behavior scalable to various Link speeds.

@ IMPLEMENTATION NOTE

Use of Polling.Compliance

Polling.Compliance is intended for a compliance test environment and not entered during normal
operation and cannot be disabled for any reason. Polling.Compliance is entered based on the
physical system environment or configuration register access mechanism as described in Section
4.2.6.2.1. Any other mechanism that causes a Transmitter to output the compliance pattern is
implementation specific and is beyond the scope of this specification.

4.2.5.3. Configuration

In Configuration, both the Transmitter and Receiver are sending and receiving data at the negotiated
data rate. The Lanes of a Port configure into a Link through a width and Lane negotiation
sequence. Also, Lane-to-Lane de-skew must occur, scrambling can be disabled, the N_FTS is set,
and the Disable or Loopback states can be entered.
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4.2.5.4. Recovery

In Recovery, both the Transmitter and Receiver are sending and receiving data using the configured
Link and Lane number as well as the previously supported data rate(s). Recovery allows a
configured Link to change the speed of operation if desired, re-establish bit lock, Symbol lock, and
Lane-to-Lane de-skew. Recovery is also used to set a new N_FTS and enter the Loopback, Disable,
Hot Reset, and Configuration states.

4.2.5.5. LO

L0 is the normal operational state where data and control packets can be transmitted and received.
All power management states are entered from this state.

4.2.5.6. LOs

LOs is intended as a power savings state.

LOs allows a Link to quickly enter and recover from a power conservation state without going
through Recovery.

The entry to LOs occurs after receiving an EIOS.
The exit from LOs to LO must re-establish bit lock, Symbol lock, and Lane-to-Lane de-skew.

A Transmitter and Receiver Lane pair on a Port are not required to both be in L0s simultaneously.

4.2.5.7 L1

L1 is intended as a power savings state.
The L1 state allows an additional power savings over LOs at the cost of additional resume latency.

The entry to L1 occurs after being directed by the Data Link Layer and receiving an EIOS.

4.2.5.8. L2

Power can be aggressively conserved in L2. Most of the Transmitter and Receiver may be shut
off.24 Main power and clocks are not guaranteed, but aux?® power is available.

When Beacon support is required by the associated system or form factor specification, an
Upstream Port that supports the wakeup capability must be able to send; and a Downstream Port
must be able to receive; a wakeup signal referred to as a Beacon.

The entry to L2 occurs after being directed by the Data Link Layer and receiving an EIOS.

24 The exception is the Receiver termination, which must remain in a low impedance state.

25 | this context, “aux” power means a power source which can be used to drive the Beacon circuitry.
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4.2.5.9. Disabled

The intent of the Disabled state is to allow a configured Link to be disabled until directed or
Electrical Idle is exited (i.e., due to a hot removal and insertion) after entering Disabled.

Disabled uses bit 1 (Disable Link) in the Training Control field (see Table 4-2 and Table 4-3) which
is sent within the TS1 and TS2 training Ordered Set.

A Link can enter Disabled if directed by a higher Layer. A Link can also reach the Disable state by
receiving two consecutive TS1 Ordered Sets with the Disable Link bit asserted (see Section 4.2.6.9).

4.2.5.10. Loopback

Loopback is intended for test and fault isolation use. Only the entry and exit behavior is specified,
all other details are implementation specific. Loopback can operate on either a per Lane or
configured Link basis.

A loopback master is the component requesting Loopback.
A loopback slave is the component looping back the data.

Loopback uses bit 2 (Loopback) in the Training Control field (see Table 4-2 and Table 4-3) which is
sent within the TS1 and TS2 training Ordered Set.

The entry mechanism for loopback master is device specific.

The loopback slave device enters Loopback whenever two consecutive TS1 Ordered Sets are
received with the Loopback bit set.

@ IMPLEMENTATION NOTE

Use of Loopback

Once in the Loopback state, the master can send any pattern of Symbols as long as the rules of
8b/10b encoding (including disparity) are followed. Once in Loopback, the concept of data
scrambling is no longer relevant; what is sent out is looped back. The mechanism(s) and/or
interface(s) utilized by the Data Link Layer to notify the Physical Layer to enter the Loopback state
is component implementation specific and beyond the scope of this specification.

4.2.5.11. Hot Reset
Hot Reset uses bit 0 (Hot Reset) in the Training Control field (see Table 4-2 and Table 4-3) within
the TS1 and TS2 training Ordered Set.

A Link can enter Hot Reset if directed by a higher Layer. A Link can also reach the Hot Reset state
by receiving two consecutive TS1 Ordered Sets with the Hot Reset bit asserted (see
Section 4.2.6.11).
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4.2.6. Link Training and Status State Rules

Various Link status bits are monitored through software with the exception of LinkUp which is
monitored by the Data Link Layer. Table 4-7 describes how the Link status bits must be handled
throughout the LTSSM (for more information, see Section 3.1 for LinkUp; Section 7.8.8 for Link
Speed, LinkWidth; and Link Training; Section 6.2 for Receiver Error; and Section 6.7 for In-Band
Presence).

Table 4-7: Link Status Mapped to the LTSSM

Link . . Link Receiver In-Band
LTSSM State Width Link Speed | LinkUp Training Error Presence26
Detect Undefined | Undefined Ob Ob No action Ob
Polling Undefined | Setto Ob Ob No action 1b
25GT/son
entry from
Detect. Link
speed may
change on
entry to
Polling.Com
pliance.
Configuration | Set No action 0b/1b27 1b Set on 1b
8b/10b
Error
Recovery No action Set to new 1b 1b No action 1b
speed when
speed
changes
LO No action No action 1b Ob Set on 1b
8b/10b
Error or
optionally
on Framing
Violation,
Loss of
Symbol
Lock, Lane
Deskew
Error, or
Elasticity
Buffer
Overflow/
Underflow

26 |n-band refers to the fact that no sideband signals are used to calculate the presence of a powered up device on
the other end of a Link.

27 LinkUp will always be 0 if coming into Configuration via Detect -> Polling -> Configuration and LinkUp will always
be 1 if coming into Configuration from any other state.
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Link . . Link Receiver In-Band
LTSSM State Width Link Speed | LinkUp Training Error Presence26
LOs No action No action 1b 0b No action 1b
L1 No action No action 1b 0Ob No action 1b
L2 No action No action 1b Ob No action 1b
Disabled Undefined | Undefined 0b 0b Optional: 1b
Seton
8b/10b
Error
Loopback No action Link speed 0b 0Ob No action 1b
may change
on entry to
Loopback
from
Configuratio
n.
Hot Reset No action No action 0b Ob Optional: 1b
Seton
8b/10b
Error

The state machine rules for configuring and operating a PCI Express Link are defined in the

following sections.
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Directed by
Data Link Layer _\

Configuration ‘ Hot Reset
Loopback

"

OM13800A

Figure 4-11: Main State Diagram for Link Training and Status State Machine

4.2.6.1. Detect

The Detect substate machine is shown in Figure 4-12.

4.2.6.1.1. Detect.Quiet

O Transmitter is in an Electrical Idle state.
e Note: The DC common mode voltage is not required to be within specification.

O 2.5 GT/s data rate is selected as the frequency of operation. If the frequency of operation was
not 2.5 GT/s data rate on entry to this substate, the LTSSM must stay in this substate for at least
1 ms, during which the frequency of operation must be changed to the 2.5 GT/s data rate.

e Note: This does not affect the advertised data rate in TS1 and TS2.

LinkUp = Ob (status is cleared).

(M

The directed_speed_change variable is reset to Ob. The upconfigure_capable variable is reset to
Ob. The idle_to_rlock_transitioned variable is reset to Ob. The select_deemphasis variable must
be set to either Ob or 1b based on platform specific needs for the Downstream component and
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identical to the Selectable De-emphasis bit in the Link Control 2 register for an Upstream
component.

e Note that since these variables are defined with the 2.0 specification, pre-2.0 devices would
not implement these variables and will always take the path as if the directed_speed_change
and upconfigure_capable variables are constantly reset to Ob and the
idle_to_rlock_transitioned variable is constantly set to 1b.

O The next state is Detect.Active after a 12 ms timeout or if Electrical Idle is broken on any Lane.

4.2.6.1.2. Detect.Active

O The Transmitter performs a Receiver Detection sequence on all un-configured Lanes that can
form one or more Links (see Section 4.3.1.8 for more information).

U

Next state is Polling if a Receiver is detected on all unconfigured Lanes.

O Next state is Detect.Quiet if a Receiver is not detected on any Lanes.

U

If at least one but not all un-configured Lanes detect a Receiver, then:
1. Wait for 12 ms.

2. The Transmitter performs a Receiver Detection sequence on all un-configured Lanes that
can form one or more Links (see Section 4.3.5.7 for more information),

4 The next state is Polling if exactly the same Lanes detect a Receiver as the first Receiver
Detection sequence.

m Lanes that did not detect a Receiver must:
1) Be associated with a new LTSSM if this optional feature is supported.
ot

i) All Lanes that cannot be associated with an optional new LTSSM must transition
to Electrical I1dle.28

B Note: These Lanes must be re-associated with the LTSSM immediately after
the LTSSM in progress transitions back to Detect.

B Note: An EIOS does not need to be sent before transitioning to Electrical
Idle.

¢ Otherwise, the next state is Detect.Quiet.

28 The common mode being driven is not required to meet the Absolute Delta Between DC Common Mode During LO
and Electrical Idle (VTX-CM-DC-ACTIVE-IDLE-DELTA) specification (see Table 4-9).
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Entry Detect

:

Detect.Quiet

Y

Exit to

Detect.Active |—— > .
Polling

A

OM14313A

Figure 4-12: Detect Substate Machine

4.2.6.2. Polling

The Polling substate machine is shown in Figure 4-13.

4.2.6.2.1. Polling.Active

O Transmitter sends TS1 Ordered Sets with Lane and Link numbers set to PAD (K23.7) on all
Lanes that detected a Receiver during Detect.

e The Transmitter must wait for its TX common mode to settle before exiting from Electrical
Idle and transmitting the TS1 Ordered Sets.

¢ Note: The Transmitter must drive patterns in the default voltage level of the Transmit
Margin field within 192 ns from entry to this state. This transmit voltage level will
remain in effect until Polling.Compliance or Recovery.RevrLock is entered.

O Next state is Polling. Compliance if the Enter Compliance bit (bit 4) in the Link Control 2
register is 1b. If the Enter Compliance bit was set prior to entry to Polling.Active, the transition
to Polling.Compliance must be immediate without sending any TS1 Ordered Sets.

O Next state is Polling.Configuration after at least 1024 TS1 Ordered Sets were transmitted, and all
Lanes that detected a Receiver during Detect receive eight consecutive TS1 or TS2 Ordered Sets
or their complement with both of the following conditions:

e Lane and Link numbers set to PAD (K23.7)

e Compliance Receive bit (bit 4 of Symbol 5) is Ob in the received TS1’es, if any, or Loopback
bit (bit 2 of Symbol 5) is 1b in the received TS1 or TS2 Ordered Sets.

U Otherwise, after a 24 ms timeout the next state is:
e Polling.Configuration if,

i Any Lane, which detected a Receiver during Detect, received eight consecutive TS1 or
TS2 Ordered Sets (or their complement) satisfying the following conditions:

1. the Lane and Link numbers set to PAD (K23.7),

2. the Compliance Receive bit (bit 4 of Symbol 5) is Ob or Loopback bit (bit 2 of
Symbol 5) is 1b.

and a minimum of 1024 TS1s are transmitted after receiving one TS1.
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And

At least a predetermined number of Lanes that detected a Receiver during Detect have
detected an exit from Electrical Idle at least once since entering Polling. Active.

e Note: This prevents one or more bad Receivers or Transmitters from holding up a
valid Link from being configured, and allows for additional training in
Polling.Configuration. The exact number of predetermined Lanes is implementation
specific. Note that up to the 1.1 specification this predetermined number was equal to
the total number of Lanes that detected a Receiver.

e Note: Any Lane that receives eight consecutive TS1 or TS2 Ordered Sets should have
detected an exit from Electrical Idle at least once since entering Polling. Active.

Else Polling.Compliance if either (a) or (b) is true:

(a) less than the predetermined number of Lanes from (ii) above have detected an exit from
Electrical Idle since entering Polling. Active.

(b) any Lane that detected a Receiver during Detect received eight consecutive TS1 Ordered
Sets (or their complement) with the Lane and Link numbers set to PAD (K23.7), the
Compliance Receive bit (bit 4 of Symbol 5) is 1b, and the Loopback bit (bit 2 of Symbol 5) is
Ob.

¢ Note: If a passive test load is applied on all Lanes then the device will go to
Polling. Compliance.

Else Detect if the conditions to transition to Polling.Configuration or Polling. Compliance
are not met

4.2.6.2.2. Polling.Compliance

U The Transmit Margin field of the Link Control 2 register is sampled on entry to this substate and
becomes effective on the transmit package pins within 192 ns of entry to this substate and
remain effective through the time the LTSSM is in this substate.

W The data rate and de-emphasis level for transmitting the compliance pattern are determined on
the transition from Polling.Active to Polling. Compliance using the following algorithm.

If the component is capable of transmitting at the 2.5 GT/s data rate only, the data rate for
transmitting the compliance pattern is 2.5 GT/s and the de-emphasis level is -3.5 dB.

Else if a component entered Polling. Compliance due to detecting eight consecutive TS1
Ordered Sets in Polling. Active with the Compliance Receive bit (bit 4 of Symbol 5) asserted
and the Loopback bit (bit 2 of Symbol 5) deasserted then the data rate for transmission is the
highest common transmitted and received Link speed (Symbol 4 of the TS1 sequence)
advertised on the eight consecutive TS1 Ordered Sets received on any Lane that detected a
Receiver during Detect. The select_deemphasis variable must be set equal to the Selectable
De-emphasis bit (Symbol 4 bit 6) in the eight consecutive TS1 Ordered Sets it received in
Polling. Active substate.
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e FElse if the Enter Compliance bit in the Link Control 2 register is 1b, the data rate for
transmitting the compliance pattern is defined by the Target Link Speed field in the Link
Control 2 register. The select_deemphasis variable is set equal to the Compliance De-
emphasis bit in the Link Control 2 register.

e [Else the data rate and de-emphasis level settings are defined as follows based on the number
of times Polling.Compliance has been entered with this entry criteria:

Setting #1: Data Rate = 2.5 GT/s, De-emphasis Level = -3.5 dB
Setting #2: Data Rate = 5.0 GT/s, De-emphasis Level = -3.5 dB
Setting #3: Data Rate = 5.0 GT/s, De-emphasis Level = -6 dB

Subsequent entries to Polling. Compliance repeat the above sequence. For example, the state
sequence which causes a component to transmit the Compliance pattern at a data rate of 5
GT/s and a de-emphasis level of -6 dB is: Polling. Active, Polling. Compliance (2.5 GT/s and
-3.5 dB), Polling.Active, Polling.Compliance (5.0 GT/s and -3.5 dB), Polling.Active,
Polling.Compliance (5.0 GT/s and -6 dB).

@ IMPLEMENTATION NOTE

Compliance Load Board Usage to Generate Compliance Patterns

It is envisioned that the compliance load (base) board may send a 100 MHz signal for about 1 ms on
one leg of a differential pair at 350 mV peak-to-peak on any Lane to cycle the device to the desired
speed and de-emphasis level. The device under test is required to cycle through the following
settings in order, for each entry to Polling. Compliance from Polling.Active, starting with the first
setting on the first entry to Polling.Compliance after the Fundamental Reset:

U Data Rate = 2.5 GT/s, De-emphasis Level = -3.5 dB.

U Data Rate = 5.0 GT/s, De-emphasis Level = -3.5 dB.

U Data Rate = 5.0 GT/s, De-emphasis Level = -6 dB.

O If the compliance pattern data rate is not 2.5 GT/s and any TS1 Ordered Sets were transmitted
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in Polling.Active prior to entering Polling.Compliance, the Transmitter sends two consecutive
EIOS prior to entering Electrical Idle. If the compliance pattern data rate is not 2.5 GT/s and
TS1 Ordered Sets were not transmitted in Polling. Active prior to entering Polling. Compliance,
the Transmitter must enter Electrical Idle without transmitting the EIOS. During the period of
Electrical Idle, the data rate is changed to the new speed and stabilized. If the frequency of
operation will be 5.0 GT/s, the de-emphasis level must be set to -3.5 dB if the
select_deemphasis variable is 1b else it must be set to -6 dB. The period of Electrical Idle is
greater than 1 ms but it is not to exceed 2 ms.



10

15

20

25

30

35

40

PCI EXPRESS BASE SPECIFICATION, REV. 2.0

W Behavior during Polling Compliance after the Link speed and de-emphasis level are determined
must follow the following rules:

If a component entered Polling. Compliance due to detecting eight consecutive TS1 Ordered
Sets in Polling. Active with the Compliance Receive bit (bit 4 of Symbol 5) asserted and the
Loopback bit (bit 2 of Symbol 5) deasserted or both the Enter Compliance bit and the Enter
Modified Compliance bit in the Link Control 2 register are set to 1b then the Transmitter
sends out the Modified Compliance Pattern (see Section 4.2.9) at the above determined data
rate and de-emphasis level with the error status Symbol set to all 0’s on all Lanes that
detected a Receiver during Detect.

4 A particular Lane’s Receiver independently signifies a successful lock to the incoming
Modified Compliance Pattern by looking for any one occurrence of the Modified
Compliance Pattern and then setting the Pattern Lock bit (bit 8 of the 8 bit error status
Symbol) in the same Lane of its own transmitted Modified Compliance Pattern.

m  Note: The error status Symbols are not to be used for the lock process since they are
undefined at any given moment.

m  Note: An occurrence is defined above as the following sequence of 8b/10b Symbols;
K28.5, D21.5, K28.5, and D10.2 or the complement of each of the individual
Symbols.

m Note: The device under test must set the Pattern Lock bit of the Modified
Compliance Pattern it transmits at the Transmitter package pin(s) after successfully
locking to the incoming Modified Compliance Pattern within 1 ms of receiving the
Modified Compliance Pattern at its Receiver package pin(s).

4 Once a particular Lane indicates it has locked to the incoming Modified Compliance
Pattern the error status Symbol for that particular Lane is incremented every time a
Receiver error occurs.

m  Note: The error status Symbol uses the lower 7 bits as the Receive Error Count field
and will remain stuck at all 1’s if the count reaches 127.

m  The Receiver must not make any assumption about the 10-bit patterns it will receive
when in this substate.

4 If the Enter Compliance bit in the Link Control 2 register is Ob, the next state is Detect
if directed

¢ Else if the Enter Compliance bit was set to 1b on entry to Polling.Compliance, next state
is Polling.Active if any of the following conditions apply:

m  The Enter Compliance bit in the Link Control 2 register has changed to Ob

m  The device is a Downstream component and an EIOS is received on any Lane. The
Enter Compliance bit is reset to Ob when this condition is true.

If the Transmitter was transmitting at a data rate other than 2.5 GT/s, or the Enter
Compliance bit in the Link Control 2 register is set to 1b, the Transmitter sends eight
consecutive EIOS and enters Electrical Idle prior to transitioning to Polling.Active.
During the period of Electrical Idle, the data rate is changed to 2.5 GT/s and stabilized
and the de-emphasis level is set to -3.5 dB. The period of Electrical Idle is greater than
1 ms but must not exceed 2 ms.
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m  Note: Sending multiple EIOS provides enough robustness such that the other

component detects at least one EIOS and exits Polling. Compliance substate when
the configuration register mechanism was used for entry.

e [Flse (i.e., entry to Polling. Compliance is not due to the Compliance Receive bit assertion
with Loopback bit deassertion in the received consecutive TS Ordered Sets and not due to
the Enter Compliance bit and the Enter Modified Compliance bit in the Link Control 2
register set to 1b)

(a) Transmitter sends out the compliance pattern on all Lanes that detected a Receiver
during Detect at the data rate determined above..

(b) Next state is Polling.Active if any of the following three conditions are true:

1.

4.2.6.2.3.

Electrical Idle exit has been detected at the Receiver of any Lane that detected a
Receiver during Detect, and the Enter Compliance bit in the Link Control 2 register
is Ob.

The Enter Compliance bit in the Link Control 2 register has changed to Ob (from 1b)
since entering Polling. Compliance.

The component is a Downstream component, the Enter Compliance bit in the Link
Control 2 register is set to 1b and an EIOS has been detected on any Lane. The
Enter Compliance bit is reset to Ob when this condition is true.

If the Transmitter is transmitting at a data rate other than 2.5 GT/s, or the Enter
Compliance bit in the Link Control 2 register was set to 1b during entry to
Polling. Compliance, the Transmitter sends eight consecutive EIOSs and enters
Electrical Idle prior to transitioning to Polling.Active. During the period of
Electrical Idle, the data rate is changed to 2.5 GT/s and stabilized. The petiod of
Electrical Idle is greater than 1 ms but must not exceed 2 ms.

Note: Sending multiple EIOSs provides enough robustness such that the other
component detects at least one EIOS and exits Polling. Compliance substate when
the configuration register mechanism was used for entry.

Polling.Configuration

U Receiver must invert polarity if necessary (see Section 4.2.4.4).

U The Transmit Margin field of the Link Control 2 register must be reset to 000b on entry to this

substate.

O Transmitter sends TS2 Ordered Sets with Link and Lane numbers set to PAD (K23.7) on all
Lanes that detected a Receiver during Detect.

O The next state is Configuration after eight consecutive TS2 Otrdered Sets, with Link and Lane
numbers set to PAD (K23.7), are received on any Lanes that detected a Receiver during Detect,
and 16 TS2 Ordered Sets are transmitted after receiving one TS2 Ordered Set.

U Otherwise, next state is Detect after a 48 ms timeout.
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4.2.6.2.4. Polling.Speed

This state is unteachable given that the Link comes up to L0 in 2.5 GT/s speed only and changes
speed by entering Recovery.

@ IMPLEMENTATION NOTE

Support for Higher Data Rates than 2.5 GT/s

A Link will initially train to LO state in 2.5 GT/s speed even if both sides are capable of operating at
a speed greater than 2.5 GT/s. Supported higher data rates are advertised in the TS Ordered Sets.
The other side’s speed capability is registered during the Configuration Complete substate. Based
on the highest supported common data rate, either side can initiate a change in speed from L0 state
by transitioning to Recovery.

Polling
Entry

:

— Polling.Active

Polling.Compliance

Y

Polling.Configuration
/ [ l
Exit to Exit to
Detect Configuration

Figure 4-13: Polling Substate Machine

0OM13801B
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4.2.6.3. Configuration

The Configuration substate machine is shown in Figure 4-14.

4.2.6.3.1. Configuration.Linkwidth.Start

4.2.6.3.1.1. Downstream Lanes

Q

202

Next state is Disable if directed.

e Note: “if directed” applies to a Downstream Port that is instructed by a higher Layer to
assert the Disable Link bit (TS1 and TS2) on all Lanes that detected a Receiver during
Detect.

Next state is Loopback if directed to this state, and the Transmitter is capable of being a
loopback master, which is determined by implementation specific means.

e Note: “if directed” applies to a Port that is instructed by a higher Layer to assert the
Loopback bit (TS1 and TS2) on all Lanes that detected a Receiver during Detect.

In the optional case where a crosslink is supported, the next state is Disable after all Lanes that
detected a Receiver during Detect receive two consecutive TS1 Ordered Sets with the Disable
Link bit asserted.

Next state is Loopback after all Lanes that detected a Receiver during Detect, that are also
receiving Ordered Sets, receive the Loopback bit asserted in two consecutive TS1 Ordered Sets.

e Note that the device receiving the Ordered Set with the Loopback bit set becomes the
loopback slave.

The Transmitter sends TS1 Ordered Sets with selected Link numbers and sets Lane numbers to
PAD (K23.7) on all the active Downstream Lanes if the LTSSM is not initiating upconfiguration
of the Link width. In addition, if upconfigure_capable is set to 1b, and the LTSSM is not
initiating upconfiguration of the Link width, the LTSSM sends TS1 Ordered Sets with the
selected Link number and sets the Lane number to PAD (K23.7) on each inactive Lane after it
detected an exit from Electrical Idle since entering Recovery and has subsequently received two
consecutive TS1 Ordered Sets with the Link and Lane numbers each set to PAD (K23.7) while
in this substate.

e Note: On transition to this substate from Polling, any Lane that detected a Receiver during
Detect is considered an active Lane.
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O If the LTSSM is initiating upconfiguration of the Link width, initially it transmits TS1 Ordered

Sets with both the Link and Lane numbers set to PAD (K23.7) on the current set of active
Lanes; the inactive Lanes it intends to activate; and those Lanes where it detected an exit from
Electrical Idle since entering Recovery and has received two consecutive TS1 Ordered Sets with
the Link and Lane numbers each set to PAD (K23.7). The L'TSSM transmits TS1 Ordered Sets
with the selected Link number and the Lane number set to PAD (K23.7) when each of the
Lanes transmitting TS1 Ordered Sets receives two consecutive TS1 Ordered Sets with the Link
and Lane numbers each set to PAD (K23.7) or 1 ms has expired since entering this substate.

e After activating any inactive Lane, the Transmitter must wait for its TX common mode to
settle before exiting from Electrical Idle and transmitting the TS1 Ordered Sets.

e Link numbers are only permitted to be different for groups of Lanes capable of being a
unique Link.

e Note: An example of Link number assighments includes a set of eight Lanes on an
Upstream component (Downstream Lanes) capable of negotiating to become one x8 Port
when connected to one Downstream component (Upstream Lanes) or two x4 Ports when
connected to two different Downstream components. The Upstream component
(Downstream Lanes) sends out TS1 Ordered Sets with the Link number set to N on four
Lanes and Link number set to N+1 on the other four Lanes. The Lane numbers are all set
to PAD (K23.7).

If any Lanes first received at least one or more TS1 Ordered Sets with a Link and Lane number
set to PAD (K23.7), the next state is Configuration.Linkwidth.Accept immediately after any of
those same Downstream Lanes receive two consecutive TS1 Ordered Sets with a non-PAD Link
number that matches any of the transmitted Link numbers, and with a Lane number set to PAD
(K23.7).

e Note: If the crosslink configuration is not supported, the condition of first receiving a Link
and Lane number set to PAD is always true.

Else: Optionally, if crosslinks are supported, then all Downstream Lanes that detected a Receiver
during Detect must first transmit 16-32 TS1s with a non PAD Link number and PAD Lane
number and after this occurs if any Downstream Lanes receive two consecutive TS1 Ordered
Sets with a Link number different than PAD (K23.7) and a Lane Number set to PAD, the
Downstream Lanes are now designated as Upstream Lanes and a new random cross Link
timeout is chosen (see T, i 10 Table 4-9). The next state is Configuration.Linkwidth.Start as
Upstream Lanes.

e Note: This supports the optional crosslink where both sides may try to act as a Downstream
Port. This is resolved by making both Ports become Upstream and assigning a random
timeout until one side of the Link becomes a Downstream Port and the other side remains
an Upstream Port. This timeout must be random even when hooking up two of the same
devices so as to eventually break any possible deadlock.

e Note: If crosslinks are supported, receiving a sequence of TS1 Ordered Sets with a Link
number of PAD followed by a Link number of non-PAD that matches the transmitted Link
number is only valid when not interrupted by the reception of a TS2 Ordered Set.
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@ IMPLEMENTATION NOTE

Crosslink Initialization

In the case where the Downstream Lanes are connected to both Downstream Lanes (crosslink) and
Upstream Lanes, the Port with the Downstream Lanes may continue with a single LTSSM as
described in this section or optionally, split into multiple LTSSMs.

Q

The next state is Detect after a 24 ms timeout.

4.2.6.3.1.2. Upstream Lanes

Q

204

In the optional case where crosslinks are supported the next state is Disable if directed.

e Note: “if directed” only applies to an optional crosslink Port that is instructed by a higher
Layer to assert the Disable Link bit (TS1 and TS2) on all Lanes that detected a Receiver
during Detect.

Next state is Loopback if directed to this state, and the Transmitter is capable of being a
loopback master, which is determined by implementation specific means.

e Note: “if directed” applies to a Port that is instructed by a higher Layer to assert the
Loopback bit (TS1 and TS2) on all Lanes that detected a Receiver during Detect.

Next state is Disable after any Lanes that detected a Receiver during Detect receive two
consecutive TS1 Ordered Sets with the Disable Link bit asserted.

e Note: In the optional case where a crosslink is supported, the next state is Disable only after
all Lanes that detected a Receiver during Detect, that are also receiving TS1 Ordered Sets,
receive the Disable Link bit asserted in two consecutive TS1 Ordered Sets.

Next state is Loopback after all Lanes that detected a Receiver during Detect, that are also
receiving TS1 Ordered Sets, receive the Loopback bit asserted in two consecutive TS1 Ordered
Sets.

e Note: The device receiving the Ordered Set with the Loopback bit set becomes the loopback
slave.

The Transmitter sends out TS1 Ordered Sets with Link numbers and Lane numbers set to PAD
(K23.7) on all the active Upstream Lanes; the inactive Lanes it is initiating to upconfigure the
Link width; and if upconfigure_capable is set to 1b, on each of the inactive Lanes where it
detected an exit from Electrical Idle since entering Recovery and has subsequently received two
consecutive TS1 Ordered Sets with Link and Lane numbers, each set to PAD (K23.7), in this
substate.

e On transition to this substate from Polling, any Lane that detected a Receiver during Detect
is considered an active Lane.
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On transition to this substate from Recovery, if the transition is not caused by LTSSM
timeout, the Transmitter must set the Autonomous Change (Symbol 4 bit 6) to 1b in the
TS1 Ordered Sets that it sends while in the Configuration state if the Transmitter intends to
change the Link width for autonomous reasons.

O If any Lane receives two consecutive TS1 Ordered Sets with Link numbers that are different
than PAD (K23.7) and Lane number set to PAD(K23.7), a single Link number is selected and
Lane number set to PAD are transmitted on all Lanes that both detected a Receiver and also
received two consecutive TS1 Ordered Sets with Link numbers that are different than PAD
(K23.7) and Lane number set to PAD (K23.7) (see the note below). Any left over Lanes that
detected a Receiver during Detect must transmit TS1 Ordered Sets with the Link and Lane
number set to PAD (K23.7). The next state is Configuration.Linkwidth.Accept:

Note: If the LTTSM is initiating upconfiguration of the Link width, it waits until it receives
two consecutive TS1 Ordered Sets with a non-PAD (K23.7) Link Number and a PAD
(K23.7) Lane number on all the inactive Lanes it wants to activate, or, 1 ms after entry to
this substate, it receives two consecutive TS1 Ordered Sets on any Lane with a non-PAD
(K23.7) Link number and PAD (K23.7) Lane number, whichever occurs eatlier, before
transmitting TS1 Ordered Sets with selected Link number and Lane number set to PAD
(K23.7).

Note: It is recommended that any possible multi-Lane Link that received an error in a TS1
Otdered Set on a subset of the received Lanes; delay the evaluation listed above by an
additional two TS1 Ordered Sets so as not to prematurely configure a smaller Link than
possible.

¢ After activating any inactive Lane, the Transmitter must wait for its TX common mode
to settle before exiting Electrical Idle and transmitting the TS1 Ordered Sets.

U Optionally, if crosslinks are supported, then all Upstream Lanes that detected a Receiver during
Detect must first transmit 16-32 TS1s with a PAD Link number and PAD Lane number and
after this occurs and if any Upstream Lanes first receive two consecutive TS1 Ordered Sets with
Link and Lane numbers set to PAD (K23.7), then:

The Transmitter continues to send out TS1 Ordered Sets with Link numbers and Lane
numbers set to PAD (K23.7).

If any Lanes receive two consecutive TS1 Ordered Sets with Link numbers that are different
than PAD (K23.7) and Lane number set to PAD (K23.7), a single Link number is selected
and Lane number set to PAD are transmitted on all Lanes that both detected a Receiver and
also received two consecutive TS1 Ordered Sets with Link numbers that are different than
PAD (K23.7) and Lane number set to PAD (K23.7). Any left over Lanes that detected a
Receiver during Detect must transmit TS1 Ordered Sets with the Link and Lane number set
to PAD (K23.7). The next state is Configuration.Linkwidth.Accept.

¢ Note: It is recommended that any possible multi-Lane Link that received an error in a
TS1 Ordered Set on a subset of the received Lanes; delay the evaluation listed above by
an additional two TS1 Ordered Sets so as not to prematurely configure a smaller Link
than possible.
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e Otherwise, after a T, timeout, 16-32 TS2 Ordered Sets with PAD Link numbers and
PAD Lane numbers are sent. The Upstream Lanes become Downstream Lanes and the
next state is Configuration.Linkwidth.Start as Downstream Lanes.

¢ Note: This optional behavior is required for crosslink behavior where two Ports may
start off with Upstream Ports, and one will eventually take the lead as a Downstream
Port.

U The next state is Detect after a 24 ms timeout.

4.2.6.3.2. Configuration.Linkwidth.Accept

4.2.6.3.2.1. Downstream Lanes

QO If a configured Link can be formed with at least one group of Lanes that received two
consecutive TS1 Ordered Sets with the same received Link number (non-PAD and matching
one that was transmitted by the Downstream Lanes), TS1 Ordered Sets are transmitted with the
same Link number and unique non-PAD Lane numbers are assigned to all these same Lanes.
The next state is Configuration.LLanenum.Wait.

e The assigned non-PAD Lane numbers must range from 0 to n-1, be assigned sequentially to
the same grouping of Lanes that are receiving the same Link number Lane numbers, and
Downstream Lanes which are not receiving TS1 Ordered Sets must not disrupt the initial
sequential numbering of the widest possible Link. Any left over Llanes must transmit TS1
Ordered Sets with the Link and Lane number set to PAD (K23.7).

e Note: It is recommended that any possible multi-Lane Link that received an error in a TS1
Ordered Set on a subset of the received Lanes delay the evaluation listed above by an
additional two TS1 Ordered Sets so as not to prematurely configure a smaller Link than
possible.

O The next state is Detect after a 2 ms timeout or if no Link can be configured or if all Lanes
receive two consecutive TS1 Ordered Sets with Link and Lane numbers set to PAD (K23.7).

4.2.6.3.2.2. Upstream Lanes

O If a configured Link can be formed using Lanes that transmitted a non-PAD Link number
which are receiving two consecutive TS1 Ordered Sets with the same non-PAD Link number
and any non-PAD Lane number, TS1 Ordered Sets are transmitted with the same non-PAD
Link number and Lane numbers that, if possible, match the received Lane numbers or are
different, if necessary, (i.e., Lane reversed). The next state is Configuration.Lanenum.Wait.

e The newly assigned Lane numbers must range from 0 to m-1, be assigned sequentially only
to some continuous grouping of Lanes that are receiving non-PAD Lane numbers (L.e.,
Lanes which are not receiving any TS1 Ordered Sets always distrupt a continuous grouping
and must not be included in this grouping), must include either Lane 0 or Lane n-1 (largest
received Lane number), and m-1 must be equal to or smaller than the largest received Lane
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number (n-1). Remaining Lanes must transmit TS1 with Link and Lane numbers set to
PAD (K23.7).

e Note: It is recommended that any possible multi-Lane Link that received an error in a TS1
Otrdered Sets on a subset of the received Lanes delay the evaluation listed above by an
additional two TS1 Ordered Sets so as not to prematurely configure a smaller Link than
possible.

U The next state is Detect after a 2 ms timeout or if no Link can be configured or if all Lanes

receive two consecutive TS1 Ordered Sets with Link and Lane numbers set to PAD (K23.7).

@ IMPLEMENTATION NOTE

Example Cases

Notable examples related to the configuration of Downstream Lanes:

1.

A x8 Downstream Port, which can be divided into two x4 Links, sends two different Link
numbers on to two x4 Upstream Ports. The Upstream Ports respond simultaneously by picking
the two Link numbers. The Downstream Port will have to choose one of these sets of Link
numbers to configure as a Link, and leave the other for a secondary LTSSM to configure (which
will ultimately happen in Configuration.Complete).

A x16 Downstream Port, which can be divided into two x8 Links, is hooked up to a x12
Upstream Port that can be configured as a x12 Link or a x8 and a x4 Link. During
Configuration. Linkwidth.Start the Upstream Port returned the same Link number on all 12
Lanes. The Downstream Port would then return the same received Link number and assign
Lane numbers on the eight Lanes that can form a x8 Link with the remaining four Lanes
transmitting a Lane number and a Link number set to PAD (K23.7).

A x8 Downstream Port where only seven Lanes are receiving TS1s with the same received Link
number (non-PAD and matching one that was transmitted by the Downstream ILanes) and an
eighth Lane, which is in the middle or adjacent to those same Lanes, is not receiving a TS1
Otrdered Set. In this case, the eighth Lane is treated the same as the other seven Lanes and Lane
numbering for a x8 Lane should occur as described above.

Notable examples related to the configuration of Upstream Lanes:

1.

A x8 Upstream Port is presented with Lane numbers that are backward from the preferred
numbering. If the optional behavior of Lane reversal is supported by the Upstream Port, the
Upstream Port transmits the same Lane numbers back to the Downstream Port. Otherwise the
opposite Lane numbers are transmitted back to the Downstream Port, and it will be up to the
Downstream Port to optionally fix the Lane ordering or exit Configuration.

Note: Optional Lane reversal behavior is required to configure a Link where the Lane
numbers are reversed and the Downstream Port does not support Lane reversal.
Specifically, the Upstream Port Lane reversal will accommodate the scenario where the
default Upstream sequential Lane numbering (0 to n-1) is receiving a reversed Downstream
sequential Lane number (n-1 to 0).

2. A x8 Upstream Port is not receiving TS1 Ordered Sets on the Upstream Port Lane O:
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a. In the case where the Upstream Port can only support a x8 or x1 Link and the Upstream
Port can support Lane reversal. The Upstream Port will assign a Lane 0 to only the received
Lane 7 (received Lane number n-1) and the remaining seven Lanes must transmit TS1 with
Link and Lane numbers set to PAD (K23.7)

b. In the case where the Upstream Port can only support a x8 or x1 Link and the Upstream
Port cannot support Lane reversal. No Link can be formed and the Upstream Port will
eventually timeout after 2 ms and exit to Detect.

An optional x8 Upstream crosslink Port, which can be divided into two x4 Links, is attached to
two x4 Downstream Ports that present the same Link number, and each x4 Downstream Port
presents Lane numbers simultaneously that were each numbered O to 3. The Upstream Port will
have to choose one of these sets of Lane numbers to configure as a Link, and leave the other for
a second pass through Configuration.

4.2.6.3.3. Configuration.Lanenum.Accept

4.2.6.3.3.1. Downstream Lanes

Q

208

If two consecutive TS1 Ordered Sets are received with non-PAD Link and non-PAD Lane
numbers that match all the non-PAD Link and non-PAD Lane numbers (or reversed Lane
numbers if Lane reversal is optionally supported) that are being transmitted in Downstream
Lane TS1 Ordered Sets, the next state is Configuration.Complete.

e The Link Bandwidth Management Status and Link Autonomous Bandwidth Status bits of
the Link Status register must be updated as follows on a Link bandwidth change if the
current transition to Configuration state was from the Recovery state:

(a) If the Link bandwidth was reduced and either the Autonomous Change bit (Symbol 4 bit
6) in two consecutive received TS1 Ordered Sets is Ob or the bandwidth change was
initiated by the Upstream component due to reliability issues, the Link Bandwidth
Management Status bit is set to 1b

(b) else the Link Autonomous Bandwidth Status bit is set to 1b.

e The condition of Reversed Lane numbers is defined strictly as the Downstream Lane 0
receiving a TS1 Ordered Set with a Lane number equal to n-1 and the Downstream Lane n-1
receiving a TS1 Ordered Set with a Lane number equal to 0.

e Note: It is recommended that any possible multi-Lane Link that received an error in a TS1
Ordered Sets on a subset of the received Lanes delay the evaluation listed above by an
additional two TS1 Ordered Sets so as not to prematurely configure a smaller Link than
possible.

If a configured Link can be formed with any subset of the Lanes that receive two consecutive
TS1 Ordered Sets with the same transmitted non-PAD Link numbers and any non-PAD Lane
numbers, TS1 Ordered Sets are transmitted with the same non-PAD Link numbers and new
Lane numbers assigned and the next state is Configuration.Lanenum.Wait.
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e The newly assigned transmitted Lane numbers must range from 0 to m-1, be assigned
sequentially only to some continuous grouping of the Lanes that are receiving non-PAD
Lane numbers (i.e., Lanes which are not receiving any TS1 Ordered Sets always disrupt a
continuous grouping and must not be included in this grouping), must include either Lane 0
or Lane n-1 (largest received Lane number), and m-1 must be equal to or smaller than the
largest received Lane number (n-1). Any left over Lanes must transmit TS1 Ordered Sets
with the Link and Llane number set to PAD (K23.7).

e Note: It is recommended that any possible multi-Lane Link that received an error in a TS1
Otdered Set on a subset of the received Lanes delay the evaluation listed above by an
additional two TS1 Ordered Sets so as not to prematurely configure a smaller Link than
possible.

W The next state is Detect if no Link can be configured or if all Lanes receive two consecutive TS1
Ordered Sets with Link and Lane numbers set to PAD (K23.7).

4.2.6.3.3.2. Upstream Lanes

W If two consecutive TS2 Ordered Sets are received with non-PAD Link and non-PAD Lane
numbers that match all non-PAD Link and non-PAD Lane numbers that are being transmitted
in Upstream Lane TS1 Ordered Sets, the next state is Configuration.Complete.

U If a configured Link can be formed with any subset of the Lanes that receive two consecutive
TS1 Ordered Sets with the same transmitted non-PAD Link numbers and any non-PAD Lane
numbers, TS1 Ordered Sets are transmitted with the same non-PAD Link numbers and new
Lane numbers assigned and the next state is Configuration.Lanenum.Wait.

e The newly assigned transmitted Lane numbers must range from 0 to m-1, be assigned
sequentially only to some continuous grouping of Lanes that are receiving non-PAD Lane
numbers (i.e., Lanes which are not receiving any TS1 Ordered Sets always disrupt a
continuous grouping and must not be included in this grouping), must include either Lane 0
or Lane n-1 (largest received Lane number), and m-1 must be equal to or smaller than the
largest received Lane number (n-1). Any left over Lanes must transmit TS1 Ordered Sets
with the Link and Lane number set to PAD (K23.7).

e Note: It is recommended that any possible multi-Lane Link that received an error in a TS1
Ordered Sets on a subset of the received Lanes delay the evaluation listed above by an
additional two TS1 Ordered Sets so as not to pre-maturely configure a smaller Link than
possible.

U The next state is Detect if no Link can be configured or if all Lanes receive two consecutive TS1
Ordered Sets with Link and Lane numbers set to PAD (K23.7).
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4.2.6.3.4. Configuration.Lanenum.Wait

4.2.6.3.4.1. Downstream Lanes

O The next state is Configuration.Lanenum.Accept if any of the Lanes that detected a Receiver
during Detect receive two consecutive TS1 Ordered Sets which have a Lane number different
from when the Lane first entered Configuration.Lanenum.Wait, and not all the Lanes’ Link
numbers are set to PAD (K23.7) or two consecutive TS1 Ordered Sets have been received on all
Lanes, with Link and Lane numbers that match what is being transmitted on all Lanes.

The Upstream Lanes are permitted delay up to 1 ms before transitioning to
Configuration.Lanenum.Accept.

The reason for delaying up to 1 ms before transitioning is to prevent received errors or skew
between Lanes affecting the final configured Link width.

The condition of requiring reception of any Lane number different from when the Lane(s) first
entered Configuration.Lanenum.Wait is necessary in order to allow the two Ports to settle on an
agreed upon Link width. The exact meaning of the statement “any of the Lanes receive two
consecutive TS1 Ordered Sets, which have a Lane number different from when the Lane first
entered Configuration.Lanenum.Wait” requires that a Lane number must have changed from
when the Lanes most recently entered Configuration.LLanenum.Wait before a transition to
Configuration.LLanenum.Accept can occur.

U The next state is Detect after a 2 ms timeout or if all Lanes receive two consecutive TS1
Ordered Sets with Link and Lane numbers set to PAD (K23.7).

4.2.6.3.4.2. Upstream Lanes

U The next state is Configuration.Lanenum.Accept

a. Ifany of the Lanes receive two consecutive TS1s that have a Lane number different from
when the Lane first entered Configuration.Lanenum.Wait, and not all the Lanes’ Link
numbers are set to PAD (K23.7)

or
b. If any Lane receives two consecutive TS2 Ordered Sets

W The next state is Detect after a 2 ms timeout or if all Lanes receive two consecutive TS1
Ordered Sets with Link and Lane numbers set to PAD (K23.7).

4.2.6.3.5. Configuration.Complete

A device is allowed to change the data rates it supports only during entry to this substate, and must
not change the values while in this substate. A device is also allowed to change its Link width
upconfigure capability advertised in Link Upconfigure Capability (Symbol 4 bit 6) in the TS2
Ordered Set prior to entry to this substate and must not change the values while in this substate.
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4.2.6.3.5.1. Downstream Lanes

O TS2 Ordered Sets are transmitted using Link and Lane numbers that match the received TS1
Link and Lane numbers.

U

N_FTS must be noted for use in L.Os when leaving this state.

U

Lane-to-Lane de-skew must be completed when leaving this state.

U

Scrambling is disabled if all configured Lanes have the Disable Scrambling bit asserted in two
consecutively received TS2 Ordered Sets.

e Note: It is required that the Port that is sending the Disable Scrambling bit on all of the
configured Lanes will also disable scrambling.

O The next state is Configuration.Idle immediately after all Lanes that are transmitting TS2
Otrdered Sets receive eight consecutive TS2 Ordered Sets with matching Lane and Link numbers
(non-PAD) and identical data rate identifiers (including identical Link Upconfigure Capability
(Symbol 4 bit 6)), and 16 TS2 Ordered Sets are sent after receiving one TS2 Ordered Set.

e If the device supports greater than 2.5 GT/s speed, it must record the data rate identifier
received on any configured LLane of the Link. This will override any previously recorded

value. A variable to track speed change in recovery state, changed_speed_recovery, is reset
to Ob.

e If the device sends TS2 Ordered Sets with the Link Upconfigure Capability (Symbol 4 bit 6)
set to 1b, and receives eight consecutive TS2 Ordered Sets with the Link Upconfigure
Capability bit set to 1b, the variable upconfigure_capable is set to 1b, else it is reset to Ob.

e Note: All remaining Lanes that are not part of the configured Link are no longer associated
with the LTSSM in progress and must:

1. Be associated with a new LTSSM if this optional feature is supported.
or

ii.  All Lanes that cannot be associated with an optional new LTSSM must transition to
Electrical Idle.2® Those Lanes that formed a Link up to the L0 state, and LinkUp has
been 1b since then, but are not a part of the currently configured Link, must be
associated with the same LTSSM if the LTSSM advertises Link width upconfigure
capability. Itis recommended that the Receiver terminations of these Lanes be left on.
If they are not left on, they must be turned on when the LTSSM enters the
Recovery.RevrCfg substate until it reaches the Config.Complete substate if
upconfigure_capable is set to 1b to allow for potential Link width upconfiguration. Any
Lane that was not part of the LTSSM during the initial Link training through LO cannot
become a part of the LTSSM as part of the Link width upconfiguration process.

m  Note: In the case of an optional crosslink, the Receiver terminations are required to
meet Zpx pcravp-neros 20d Zyx mcrne-peec (see Table 4-12).

29 The common mode being driven does not need to meet the Absolute Delta Between DC Common Mode During LO
and Electrical Idle (VTX-CM-DC-ACTIVE-IDLE-DELTA) specification (see Table 4-9).
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m  Note: These Lanes must be re-associated with the LTSSM immediately after the
LTSSM in progress transitions back to Detect.

m  Note: An EIOS does not need to be sent before transitioning to Electrical Idle.

The next state is Detect after a 2 ms timeout.

4.2.6.3.5.2. Upstream Lanes

Q

U

U
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TS2 Ordered Sets are transmitted using Link and Lane numbers that match the received TS2
Link and Lane numbers.

N_FTS must be noted for use in L.LOs when leaving this state.
Lane-to-Lane de-skew must be completed when leaving this state.

Scrambling is disabled if all configured Lanes have the Disable Scrambling bit asserted in two
consecutively received TS2 Ordered Sets.

e Note: It is required that the Port that is sending the Disable Scrambling bit on all of the
configured Lanes will also disable scrambling.

The next state is Configuration.Idle immediately after all Lanes that are transmitting TS2
Ordered Sets receive eight consecutive TS2 Ordered Sets with matching Lane and Link numbers
(non-PAD) and identical data rate identifiers (including identical Link Upcontfigure Capability
(Symbol 4 bit 6)), and 16 consecutive TS2 Ordered Sets are sent after receiving one TS2
Ordered Set.

o If the device supports greater than 2.5 GT/s speed, it must record the data rate identifier
received on any configured LLane of the Link. This will override any previously recorded

value. A variable to track speed change in recovery state, changed_speed_recovery, is reset
to Ob.

e If the device sends TS2 Ordered Sets with the Link Upconfigure Capability (Symbol 4 bit 6)
set to 1b, as well as receives eight consecutive TS2 Ordered Sets with the Link Upconfigure
Capability bit set to 1b, the variable upconfigure_capable is set to 1b, else it is reset to Ob.
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e Note: All remaining Lanes that are not part of the configured Link are no longer associated
with the LTSSM in progress and must:

1. Optionally be associated with a new crosslink LTSSM if this feature is supported.
or

ii.  All remaining Lanes that are not associated with a new crosslink LTSSM must transition
to Electrical 1dle30, and Receiver terminations are required to meet Zyy iGrmmp.ne.ros A0d
Zexcim-nexnes (see Table 4-12). Those Lanes that formed a Link up to the LO state, and
LinkUp has been 1b since then, but are not a part of the currently configured Link, must be
associated with the same LTSSM if the LTSSM advertises Link width upconfigure capability.
It is recommended that the Receiver terminations of these Lanes be left on. If they are
not left on, they must be turned on when the LTSSM enters the Recovery.RcvrCtg substate
until it reaches the Config.Complete substate if upconfigure_capable is set to 1b to allow
for potential Link width upconfiguration. Any Lane that was not part of the LTSSM
during the initial Link training through L0 cannot become a part of the LTSSM as part
of the Link width upconfiguration process.

m  Note: These Lanes must be re-associated with the LTSSM immediately after the
LTSSM in progress transitions back to Detect.

m  Note: An EIOS does not need to be sent before transitioning to Electrical Idle.

1 The next state is Detect after a 2 ms timeout.

4.2.6.3.6. Configuration.ldle

O Transmitter sends Idle data Symbols on all configured Lanes.
Recetver waits for Idle data.

LinkUp = 1b

U 0o

Next state is LO if eight consecutive Symbol Times of Idle data are received on all configured
Lanes and 16 Idle data Symbols are sent after receiving one Idle data Symbol.

e If software has written a 1b to the Retrain Link bit in the Link Control register since the last
transition to LO from Recovery or Configuration, the Upstream component must set the
Link Bandwidth Management Status bit of the Link Status register to 1b.

U Otherwise, after 2 minimum 2 ms timeout:
e If the idle_to_rlock_transitioned variable is Ob, the next state is Recovery.RevrLock.

¢ Theidle_to_rlock_transitioned variable is set to 1b upon transitioning to
Recovery.RevrLock.

e Else the next state is Detect.

30 The common mode being driven does not need to meet the Absolute Delta Between DC Common Mode During LO
and Electrical Idle (VTX-CM-DC-ACTIVE-IDLE-DELTA) specification (see Table 4-9).
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Figure 4-14: Configuration Substate Machine
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4.2.6.4. Recovery

The Recovery substate machine is shown in Figure 4-15.

4.2.6.4.1. Recovery.RcvrLock

O Transmitter sends TS1 Ordered Sets on all configured Lanes using the same Link and Lane
numbers that were set after leaving Configuration. The speed_change bit (bit 7 of data rate
identifier Symbol in TS1 Ordered Set) must be set to 1b if the directed_speed_change variable is
set to 1b. The directed_speed_change variable is set to 1b if any configured Lane receives eight
consecutive TS1 Ordered Sets with the speed_change bit set to 1b. Only those data rates greater
than 2.5 GT/s should be advertised that can be supported reliably. The N_FTS value in the
TS1 Ordered Set transmitted reflects the number at the current speed of operation. A device is
allowed to change the data rates it supports only during entry to this substate (from L0, L1, or
Recovery.Speed) and must not change the values either in this substate or while in
Recovery.RevrCfg substate. The successful_speed_negotiation variable is reset to Ob upon entry
to this substate.

A Downstream component must set the Selectable De-emphasis bit (bit 6 of Symbol 4) of the
TS1 Ordered Sets it transmits to match the desired de-emphasis level at 5 GT/s. The
mechanism a Downstream component may adopt to request a de-emphasis level if it chooses to
do so is implementation specific. It must also be noted that since the Downstream component's
request may not reach the Upstream component due to bit errors in the TS1 ordered sets, the
Downstream component may attempt to re-request the desired de-emphasis level in subsequent
entries to Recovery state when speed change is requested. An Upstream component must
record the Selectable De-emphasis bit (Symbol 4 bit 6) in the Received TS1 Ordered Set in a
Downstream_de-emphasis_setting variable on exit from this state.

The Transmit Margin field of the Link Control 2 register is sampled on entry to this substate and
becomes effective on the transmit package pins within 192 ns of entry to this substate and
remains effective until a new value is sampled on a subsequent entry to this substate from 10,
LOs, or L1.

e Note: After activating any inactive Lane, the Transmitter must wait for its TX common
mode to settle before exiting Electrical Idle and transmitting the TS1 Ordered Sets.

e Note: Implementations must note that the voltage levels may change after an early
bit/symbol lock since the new Transmit Margin field becomes effective within 192 ns after
the other side enter Recovery.RevtLock. The Receiver needs to reacquire bit/symbol lock
under those conditions.

a. Note: The directed_speed_change variable is set to 1b in O or L1 state for the side that is
initiating a speed change. For the side that is not initiating a speed change, this bit is set to
1b in this substate if the received TS Ordered Sets have the speed change bit set to 1b. This
bit is reset to Ob in the Recovery.Speed substate.

b. A device must accept all good TLPs and DLLPs it receives after entering this substate from
LO prior to receiving the first TS Ordered Set.
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U Next state is Recovery.RevrCfg if eight consecutive TS1 or TS2 Otrdered Sets ate received on all
configured Lanes with the same Link and Lane numbers that match what is being transmitted on
those same Lanes and the speed_change bit is equal to the directed_speed_change variable.

216

Note: If the Extended Synch bit is set, the Transmitter must send a minimum of 1024
consecutive TS1 Ordered Sets before transitioning to Recovery.RevrCfg.

Otherwise, after a 24 ms timeout:

Next state is Recovery.RevrCfg if the following two conditions are true:

¢ Eight consecutive TS1 or TS2 Ordered Sets are received on any configured Lane with
the same Link and Lane numbers that match what is being transmitted on the same Lane
and the speed_change bit equal to 1b.

¢ Either the current data rate of operation is greater than 2.5 GT/s; or 5.0 GT/s or greater
data rate identifiers are set in both the transmitted TS1 and the (eight consecutive)
received TS1 or TS2 Ordered Sets.

Else the next state is Recovery.Speed if the speed of operation has not changed to a mutually
negotiated data rate since entering Recovery from 1O (i.e., changed_speed_recovery = Ob)
and the current speed of operation is greater than 2.5 GT/s. The new data rate to opetate
after leaving Recovery.Speed will be at 2.5 GT/s.

Note: This indicates that the Link was unable to operate at the current data rate (greater than
2.5 GT/s) and the Link will operate at the 2.5 GT/s data rate.

Else the next state is Recovery.Speed if the operating speed has been changed to a mutually
negotiated data rate since entering Recovery from L0 (changed_speed_recovery = 1b; i.e.,
the arc to this substate has been taken from Recovery.Speed). The new data rate to operate
after leaving Recovery.Speed is reverted back to the speed it was when Recovery was entered
trom LO.

Note: This indicates that the Link was unable to operate at the new negotiated data rate and
will revert back to the old data rate with which it entered Recovery from LO.

Else the next state is Configuration if any of the configured Lanes that are receiving a TS1 or
TS2 Ordered Set have received at least one TS1 or TS2 with Link and Lane numbers that
match what is being transmitted on those same Lanes and the operating speed has not
changed to a mutually negotiated data rate (i.e., changed_speed_recovery = Ob) since
entering Recovery and at least one of the following conditions is true:

4 The directed_speed_change variable is equal to Ob and the speed_change bit on the
received TS1 or TS2 Ordered Set is equal to Ob.

¢ The cutrent data rate of operation is 2.5 GT/s and 2.5 GT/s data rate is the highest
commonly advertised data rate among the transmitted TS1 Ordered Sets and the
received TS1 or TS2 Ordered Set(s).

Otherwise, the next state is Detect.
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@ IMPLEMENTATION NOTE

Example Showing Speed Change Algorithm Scaling Beyond 5.0 GT/s

Suppose a Link connects two greater than 5.0 GT/s capable components, A and B. The Link
comes up to LO state in 2.5 GT/s speed. Component A decides to change the speed to greater than
5.0 G'T/s, sets the directed_speed_change variable to 1b and enters Recovery.RevrLock from LO.
Component A sends TS1 Ordered Sets with speed_change bit set to 1b and advertises all three data
rates. Component B sees the first TS1 in LO state and enters Recovery.RevrLock state. Initially,
component B sends TS1s with speed_change set to Ob. Component B will start sending the
speed_change indication in its TS1 after it receives eight consecutive TS1 Ordered Sets from
component A and advertises all three data rates it can support. Component B will enter

Recovery. RevrCfg from where it will enter Recovery.Speed. Component A will wait for eight
consecutive TS1/TS2 with speed_change bit set from component B before moving to
Recovery.RevrCfg and on to Recovery.Speed. Both component A and component B enter
Recovery.Speed and record greater than 5.0 GT/s as the maximum speed they can operate with.
The directed_speed_change variable will be reset to Ob when in Recovery.Speed. When they enter
Recovery.RevrLock from Recovery.Speed, they will operate in greater than 5.0 GT/s speed and
send TS1s with speed_change set to Ob. If both sides work well at greater than 5.0 GT/s, they will
continue on to Recovery.RevtCfg and enter LO through Recovery.Idle at greater than 5.0 GT/s
speed. However, if component B fails to achieve Symbol lock, it will timeout in Recovery.RevrLock
and enters Recovery.Speed. Component A would have moved on to Recovery.RcvrCfg but would
see the Electrical Idle after receiving TS1s at greater than 5.0 GT/s after component B enters
Recovery.Speed. This will cause component A to move to Recovery.Speed. After entering
Recovery.Speed for the second time, both sides will revert back to the speed they operated with
prior to entering the Recovery state (2.5 GT/s). Both sides will enter LO from Recovery in

2.5 GT/s. Component A may initiate the directed_speed_change variable for a second time,
requesting greater than 5.0 GT/s speed in its data rate identifier, go through the same steps, fail to
establish rates greater than 5.0 GT/s and go back to L0 in 2.5 GT/s speed. On the third attempt,
however, component A may decide to only advertise 2.5 GT/s and 5.0 GT/s rates and successfully
establish the Link at 5.0 GT/s speed and enter LO at that speed. However, if either side entered
Detect, it should advertise 2.5 GT/s through greater than 5.0 GT/s capability since thete may have
been a hot plug event.

4.2.6.4.2. Recovery.Speed

U The Transmitter enters Electrical Idle and stays there until the Receiver Lanes have entered
Electrical Idle, and then additionally remains there for at least 800 ns on a successful speed
negotiation (i.e., successful_speed_negotiation = 1b) or at least 6 us on an unsuccessful speed
negotiation (i.e., successful_speed_negotiation = Ob), but stays there no longer than an
additional 1 ms. The frequency of operation is changed to the new data rate only after the
Receiver Lanes have entered Electrical Idle. If the new frequency of operation is the 5.0 GT/s
data rate, -6 dB de-emphasis level must be selected for operation if the select_deemphasis
variable is Ob and -3.5 dB de-emphasis level must be selected for operation if the
select_deemphasis variable is 1b.
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An EIOS must be sent prior to entering Electrical Idle if the current Link speed is 2.5 GT/s.
Two consecutive EIOSs must be sent prior to entering Electrical Idle if the current Link speed
is greater than 2.5 GT'/s.

The DC common mode voltage is not required to be within specification.

Note: An Electrical Idle condition may be inferred on the Lanes if an EIOS is received on any
of the configured Lanes or Electrical Idle is detected/inferred as described in Section 4.2.4.3.

e On entry to this substate following a successful speed negotiation (i.e.,
successful_speed_negotiation = 1b), an Electrical Idle condition may be inferred on the
Receiver Lanes if a TS1 or TS2 Ordered Set has not been received in any configured Lane in
a 1280 UI time interval. (This covers the case where the Link is operational and both sides
have successfully received TS Ordered Sets. Hence, a lack of a TS1 or TS2 Ordered Set in a
1280 Ul interval can be interpreted as entry to Electrical Idle.)

e Else on entry to this substate following an unsuccessful speed negotiation (i.e.,
successful_speed_negotiation = Ob) if an exit from Electrical Idle has not been detected at
least once in any configured Lane in a 16000 Ul time interval in speeds other than 2.5 GT/s
and 2000 UI time interval in 2.5 GT/s speeds. (This covers the case where at least one side
is having trouble receiving TS Ordered Sets that was transmitted by the other agent, and
hence a lack of exit from Electrical Idle in a longer interval can be treated as equivalent to
entry to Electrical Idle.)

Next state is Recovery.RevrLock after the Transmitter Lanes are no longer required to be in
Electrical Idle as described in the condition above.

e If this substate has been entered from Recovery.RevrCfg following a successful speed
change negotiation (i.e., successful speed negotiation = 1b), the new data rate is changed on
all the configured Lanes to the highest common data rate advertised by both sides of the
Link. The changed_speed_recovery variable is set to 1b.

e [Flse if this substate is being entered for a second time since entering Recovery from LO (i.e.,
changed_speed_recovery = 1b), the new data rate will be the data rate at which the LTSSM
entered Recovery from LO or L1. The changed_speed_recovery variable will be reset to Ob.

e Else the new data rate will be 2.5 GT/s. The changed_speed_recovery variable remains
reset at Ob.

Note: This represents the case where the frequency of operation in L.O was greater than
2.5 GT/s and one side could not operate at that frequency and timed out in
Recovery RevrLock the first time it entered that substate from LO or L1.

Next state is Detect after a 48 ms timeout.
e Note: This transition is not possible under normal conditions.

The directed_speed_change variable will be reset to Ob. The new speed of operation must be
reflected in the Current Link Speed field of the Link Status register.

e On a Link bandwidth change, if successful_speed_negotiation is set to 1b and the
Autonomous Change bit ( bit 6 of Symbol 4) in the eight consecutive TS2 Ordered Sets in
Recovery.RevrCfg is set to 1b or the speed change was initiated by the Upstream component
for autonomous (non-reliability and not due to the setting of the Link Retrain bit), the Link



10

15

20

25

30

35

40

PCI EXPRESS BASE SPECIFICATION, REV. 2.0

Autonomous Bandwidth Status bit of the Link Status register is set to 1b for an Upstream
component.

e [Flse: on a Link bandwidth change, the Link Bandwidth Management Status bit of the Link
Status register is set to 1b for an Upstream component.

4.2.6.4.3. Recovery.RcvrCfg

U Transmitter sends TS2 Ordered Sets on all configured Lanes using the same Link and Lane

numbers that were set after leaving Configuration. The speed_change bit (bit 7 of data rate
identifier Symbol in TS2 Ordered Set) must be set to 1b if the directed_speed_change variable is

already set to 1b. The N_FTS value in the TS2 Ordered Set transmitted should reflect the
number at the current speed of operation.

On entry to this substate, an Upstream component must set the select_deemphasis variable
equal to the Selectable De-emphasis bit in the Link Control 2 register or adopt some
implementation specific mechanism to set the select_deemphasis variable, including using the
value requested by the Downstream component in the eight consecutive TS1 Ordered Sets it
received. An Upstream component advertising 5.0 GT/s data rates must set the Selectable De-
emphasis bit (Symbol 4 bit 6) of the TS2 Ordered Sets it transmits identical to the
select_deemphasis variable. A Downstream component must set its Autonomous Change bit
(Symbol 4 bit 6) to 1b in the TS2 Ordered Set if it intends to change the Link bandwidth for

autonomous reasons.

e Note: For devices that support Link width upconfigure, it is recommended that the
Electrical Idle detection circuitry should be activated in the set of currently inactive Lanes in
this substate, the Recovery.Idle substate, and Configuration.Linkwidth.Start substates, if
directed_speed_change variable is reset to Ob. This is done so that during a Link
upconfigure, the side that does not initiate the upconfiguration does not miss the first
EIEOS sent by the initiator during the Configuration.Linkwidth.Start substate.

Next state is Recovery.Speed if all of the following conditions are true:

e Tight consecutive TS2 Ordered Sets are received on any configured LLane with identical data
rate identifiers and the speed_change bit set to 1b

e FHither the cutrent data rate is greater than 2.5 GT/s or greater than 2.5 GT/s data rate
identifiers are set both in the transmitted and the (eight consecutive) received TS2 Ordered
Sets

e Atleast 32 TS2 Ordered Sets, without being interrupted by any intervening EIEOS, are
transmitted with the speed_change bit set to 1b after receiving one TS2 Ordered Set with the
speed_change bit set to 1b in the same configured Lane.

The data rate(s) advertised on the received eight consecutive TS2 Ordered Sets with the
speed_change bit set is noted as the data rate(s) that can be supported by the other component.
The Autonomous Change bit (Symbol 4 bit 6) in these received eight consecutive TS2 Ordered
Sets is noted by the Upstream component for possible logging in the Link Status register in
Recovery.Speed substate. Downstream components must register the Selectable De-emphasis
bit (bit 6 of Symbol 4) advertised in these eight consecutive TS2 Ordered Sets in the
select_deemphasis variable. The new speed to change to in Recovery.Speed is the highest data
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rate that can be supported by both components on the Link. The variable
successful_speed_negotiation is set to 1b.

Next state is Recovery.Idle if the following two conditions are both true:

e Eight consecutive TS2 Ordered Sets are received on all configured Lanes with the same
Link and Lane number that match what is being transmitted on those same Lanes with
identical data rate identifiers within each Lane and one of the following two sub-conditions
are true:

¢ the speed_change bit is Ob in the received eight consecutive TS2 Ordered Sets

¢ cutrent data rate is 2.5 GT/s and either no 5.0 GT/s, or higher, data rate identifiers are
set in the received eight consecutive TS2 Ordered Sets, or no 5.0 GT/s, or higher, data
rate identifiers are being transmitted in the TS2 Ordered Sets

e 16 TS2 Ordered Sets are sent after receiving one TS2 Ordered Set without being interrupted
by any intervening EIEOS. The changed_speed_recovery variable is reset to Ob on entry to
Recovery.Idle.

e Note: If the N_FTS value was changed, the new value must be used for future LOs states.
e Note: Lane-to-Lane de-skew must be completed before leaving Recovery. RevrCfg.

e The device must note the data rate identifier advertised on any configured Lane in the eight
consecutive TS2 Ordered Sets described in this state transition. This will override any
previously recorded value.

Next state is Configuration if eight consecutive TS1 Ordered Sets are received on any configured
Lanes with Link or Lane numbers that do not match what is being transmitted on those same
Lanes and 16 TS2 Ordered Sets are sent after receiving one TS1 Ordered Set and one of the
following two conditions apply:

e the speed_change bit is Ob on the received TS1 Ordered Sets

e 10 5.0 GT/s, or higher, data rate identifiers are set, or no 5.0 GT/s, or higher, data rate
identifiers are being transmitted, and the cutrent data rate is 2.5 GT/s

The changed_speed_recovery variable is reset to Ob if the LTSSM transitions to Configuration.
e Note: If the N_FTS value was changed, the new value must be used for future LOs states.

Next state is Recovery.Speed if the speed of operation has changed to a mutually negotiated data
rate since entering Recovery from LO or L1 (i.e., changed_speed_recovery = 1b) and an EIOS
has been detected or an Electrical Idle condition has been inferred/detected on any of the
configured Lanes and no configured Lane received a TS2 Ordered Set since entering this
substate (Recovery.RcvrCfg). The new data rate to operate after leaving Recovery.Speed will be
reverted back to the speed of operation during entry to Recovery from LO.

Note: As described in Section 4.2.4.3, an Electrical Idle condition may be inferred if a TS1 or
TS2 Ordered Set has not been received in a 1280 UI time interval.

Next state is Recovery.Speed if the speed of operation has not changed to a mutually negotiated
data rate since entering Recovery from LO (i.e., changed_speed_recovery = Ob) and the current
speed of operation is greater than 2.5 GT/s and an EIOS has been detected or an Electrical Idle
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condition has been detected/inferred on any of the configured Lanes and no configured Lane
received a TS2 Ordered Set since entering this substate (Recovery.RevrCfg). The new data rate
to operate after leaving Recovery.Speed will be 2.5 GT/s.

Note: As described in Section 4.2.4.3, an Electrical Idle condition may be inferred if a TS1 or
TS2 Otrdered Set has not been received in 2 1280 Ul time interval.

Note: This transition implies that the other side was unable to achieve Symbol lock at the speed
with which it was operating. Hence both sides will go back to the 2.5 GT/s speed of operation
and neither device will attempt to change the speed again without exiting Recovery state. It
should also be noted that even though a speed change is involved here, the
changed_speed_recovery will be Ob.

U Otherwise, after a 48 ms timeout the next state is Detect.

4.2.6.4.4. Recovery.ldle

U Next state is Disabled if directed.

e Note: “if directed” applies to a Downstream or optional crosslink Port that is instructed by a
higher Layer to assert the Disable Link bit (TS1 and TS2) on the Link.

U Next state is Hot Reset if directed.

e Note: “if directed” applies to a Downstream or optional crosslink Port that is instructed by a
higher Layer to assert the Hot Reset bit (I'S1 and TS2) on the Link.

O Next state is Configuration if directed.

e Note: “if directed” applies to a Port that is instructed by a higher Layer to optionally re-
configure the Link (i.e., different width Link).

U Next state is Loopback if directed to this state, and the Transmitter is capable of being a
loopback master, which is determined by implementation specific means.

e Note: “if directed” applies to a Port that is instructed by a higher Layer to assert the
Loopback bit (TS1 and TS2) on the Link.

U Next state is Disabled immediately after any configured Lane has the Disable Link bit asserted in
two consecutively received TS1 Ordered Sets.

e Note: This is behavior only applicable to Upstream and optional crosslink Ports.

O Next state is Hot Reset immediately after any configured Lane has the Hot Reset bit asserted in
two consecutive TS1 Ordered Sets.

e Note: This is behavior only applicable to Upstream and optional crosslink Ports.

O Next state is Configuration if two consecutive TS1 Ordered Sets are received on any configured
Lane with a Lane number set to PAD.

e Note: A Port that optionally transitions to Configuration to change the Link configuration is
guaranteed to send Lane numbers set to PAD on all Lanes.
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e Note: It is recommended that the LTSSM initiate a Link width up/downsizing using this
transition to reduce the time it takes to change the Link width.

Next state is Loopback if any configured Lane has the Loopback bit asserted in two consecutive
TS1 Ordered Sets.

e Note: The device receiving the Ordered Set with the Loopback bit set becomes the loopback
slave.

Transmitter sends Idle data on all configured Lanes.

e Note: If directed to other states, Idle Symbols do not have to be sent before transitioning to
the other states (i.e., Disable, Hot Reset, Configuration, or Loopback)

Next state is LO if eight consecutive Symbol Times of Idle data are received on all configured
Lanes and 16 Idle data Symbols are sent after receiving one Idle data Symbol.

e If software has written a 1b to the Retrain Link bit in the Link Control register since the last
transition to LO from Recovery or Configuration, the Upstream component must set the
Link Bandwidth Management Status bit of the Link Status register to 1b.

Otherwise, after a 2 ms timeout:
e If the idle_to_rlock_transitioned variable is Ob, the next state is Recovery.RevrLock.

4 Theidle_to_rlock_transitioned variable is set to 1b upon transitioning to
Recovery.RevrLock.

e [Else the next state is Detect
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Figure 4-15: Recovery Substate Machine

4.2.6.5. LO

This is the normal operational state.
U LinkUp = 1b (status is set true).

e On receipt of an STP or SDP Symbol, the idle_to_rlock_transitioned variable is reset to Ob

O Next state is Recovery if directed to change speed (directed_speed_change variable = 1b) by a
higher layer when both sides support greater than 2.5 GT/s speeds and the Link is in DI._Active
state. The changed_speed_recovery bit is reset to Ob.

e Fora Downstream component, the directed_speed_change variable must not be set to 1b if
it has never recorded greater than 2.5 GT/s data rate identifier(s) advertised in
Configuration.Complete or Recovery.Complete substates by the Upstream component since
exiting the Detect state.

e Foran Upstream component, the directed_speed_change variable must not be set to 1b if it
has never recorded greater than 2.5 GT/s data rate identifier(s) advertised in
Configuration.Complete or Recovery.RevrCtg substates by the Downstream component
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since exiting the Detect state. If greater than 2.5 GT/s data rate support has been noted, the
Upstream component must set the directed_speed_change variable to 1b if the Retrain Link
bit of the Link Control register is set to 1b and the Target Link Speed field in the Link
Control 2 register is not equal to the current Link speed.

e A component supporting greater than 2.5 GT/s data rates must participate in the speed
change even if the Link is not in DI,_Active state if it is requested by the other side through
the TS Ordered Sets.

Next state is Recovery if directed to change Link width.

e The upper layer must not direct to increase the Link width if the other component did not
advertise the capability to upconfigure the Link width during the Configuration state or if
the Link is currently operating at the maximum possible width it negotiated on initial entry
to the 1O state.

e Normally, the upper layer will not reduce width if upconfigure_capable is reset to Ob other
than reliability reasons, since the Link will not go back to the original width if
upconfigure_capable is Ob. A component must not initiate reducing the Link width for
reasons other than reliability if the Hardware Autonomous Width Disable bit in the Link
Control register is set to 1b.

e The decision to initiate an increase or decrease in the Link width, as allowed by the
specification, is implementation specific.

Next state is Recovery if a TS1 or TS2 Ordered Set is received on any configured Lane.

Next state is Recovery if directed to this state. If Electrical Idle is detected/inferred on all Lanes
without receiving an EIOS on any Lane, the Port may transition to the Recovery state or may
remain in LO. In the event that the Port is in 1.0 and the Electrical Idle condition occurs without
receiving an EIOS, errors may occur and the Port may be directed to transition to Recovery.

e Note: As described in Section 4.2.4.3, an Electrical Idle condition may be inferred on all
Lanes under any one of the following conditions: (i) absence of an Update_FC DLLP in
any 128 us window, (i) absence of a SKP Ordered Set in any of the configured Lanes in any
128 us window, or (iii) absence of either Update_ FC DLLP or a SKP Ordered Set in any of
the configured Lanes in any 128 ps window.

e Note: “if directed” applies to a Port that is instructed by a higher Layer to transition to
Recovery including the Retrain Link bit in the Link Control register being set.

e Note: The Transmitter may complete any TLP or DLLP in progress.
Next state is LOs for only the Transmitter if directed to this state.

e Note: “if directed” applies to a Port that is instructed by a higher Layer to initiate LOs (see
Section 5.4.1.1.1).

e Note: This is a point where the TX and RX may diverge into different LTSSM states.

Next state is LOs for only the Receiver if an EIOS is received on any Lanes and the Port is not
directed to L1 or L2 states by any higher layers.

e Note: This is a point where the TX and RX may diverge into different LTSSM states.
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U Next state is L1:

L

1.

1.

If directed

and

an EIOS is received on any Lane
and

an EIOS is transmitted on all Lanes if the cutrent Link speed is 2.5 GT/s ot two consecutive
EIOSs are transmitted on all Lanes if the current Link speed is greater than 2.5 GT/s.

Note: “if directed” is defined as both ends of the Link having agreed to enter 1.1
immediately after the condition of both the receipt and transmission of the EIOS(s) is met
(see Section 4.3.2.1).

Note: When directed by a higher Layer one side of the Link always initiates and exits to L.1
by transmitting the EIOS(s) on all Lanes, followed by a transition to Electrical Idle.3! The
same Port then waits for the receipt of an EIOS on any Lane, and then immediately
transitions to L1. Conversely, the side of the Link that first receives the EIOS(s) on any
Lane must send an EIOS on all Lanes and immediately transition to L1.

O Next state is 1.2:

1.

1.

il.

If directed

and

an EIOS is received on any Lane
and

an EIOS is transmitted on all Lanes if the current Link speed is 2.5 GT/s ot two
consecutive EIOSs are transmitted on all Lanes if the current Link speed is greater than 2.5

GT/s.

Note: “if directed” is defined as both ends of the Link having agreed to enter 1.2
immediately after the condition of both the receipt and transmission of the EIOS(s) is met
(see Section 4.3.2.3 for more details).

Note: When directed by a higher Layer, one side of the Link always initiates and exits to 1.2
by transmitting EIOS on all Lanes followed by a transition to Electrical Idle.32 The same
Port then waits for the receipt of EIOS on any Lane, and then immediately transitions to L2.
Conversely, the side of the Link that first receives an EIOS on any Lane must send an EIOS
on all Lanes and immediately transition to L2.

31 The common mode being driven must meet the Absolute Delta Between DC Common Mode During LO and
Electrical Idle (VTX—CM—DC—ACTIVE—IDLE—DELTA) specification (see Table 4-9).

32 The common mode being driven does not need to meet the Absolute Delta Between DC Common Mode During
LO and Electrical Idle (VTX-CM-DC-ACTIVE-IDLE-DELTA) specification (see Table 4—9).
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4.2.6.6. LOs

The LOs substate machine is shown in Figure 4-16.

4.2.6.6.1. Receiver LOs

4.2.6.6.1.1. Rx LOs.Entry

U Next state is Rx_I0s.Idle after a Try 5 ain (Table 4-9) timeout

Note: This is the minimum time the Transmitter must be in an Electrical Idle condition.

4.2.6.6.1.2. Rx LOs.Idle

QO Next state is Rx_L0s.FTS if the Receiver detects an exit from Electrical Idle on any Lane of the
configured Link.

4.2.6.6.1.3. Rx LOs.FTS

O The next state is 1.0 if a SKP Ordered Set is received on all configured Lanes of the Link.

Note: The Receiver must be able to accept valid data immediately after the SKP Ordered
Set.

Note: Lane-to-Lane de-skew must be completed before leaving Rx_L0s.FTS.

O Otherwise, next state is Recovery after the N_FTS timeout.

226

The N_FTS timeout shall be no shorter than 40*[N_FTS+3] * UI (The 3 * 40 Ul is derived
from six Symbols to cover a maximum SKP Ordered Set + four Symbols for a possible extra
FTS + 2 Symbols of design margin), and no longer than twice this amount. When the
extended synch bit is set the Receiver N_FTS timeout must be adjusted to no shorter than
40* [2048] * UI (2048 FTSs) and no longer than 40* [4096] * UI (4096 FTSs).
Implementations must take into account the worst case Lane to Lane skew, their design
margins, as well as the four to eight consecutive EIE Symbols in speeds other than 2.5 GT/s
when choosing the appropriate timeout value within the specification’s defined range.

The Transmitter must also transition to Recovery, but is permitted to complete any TLP or
DLLP in progtress.

Note: It is recommended that the N_FTS field be increased when transitioning to Recovery
to prevent future transitions to Recovery from Rx_LOs.FTS.
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4.2.6.6.2. Transmitter LOs

4.2.6.6.2.1. Tx LOs.Entry

U Transmitter sends one EIOS if the cutrent Link speed is 2.5 GT/s or two consecutive EIOSs if
the current Link speed is greater than 2.5 GT/s and enters Electrical Idle.

e Note: The DC common mode voltage must be within specification by
’I‘TX-IDLE‘—SET—TO»IDLE'33

O Next state is Tx_IL0s.Idle after a Ty o pamn (Table 4-9) timeout.

4.2.6.6.2.2. Tx LOs./dle

O Next state is Tx_L0s.FTS if directed.

@ IMPLEMENTATION NOTE

Increase of N_FTS Due to Timeout in Rx_LOs.FTS

The Transmitter sends the N_FTS fast training sequences by going through Tx_LOs.F'TS substates
to enable the Receiver to reacquire its bit and Symbol lock. In the absence of the N_FTS fast
training sequence, the Receiver will timeout in Rx_LLOs.FTS substate and may increase the N_FTS
number it advertises in the Recovery state.

4.2.6.6.2.3. Tx LOS.FTS

O Transmitter sends N_FTS Fast Training Sequences on all configured Lanes.

e Note: Four to eight EIE Symbols must be sent prior to transmitting the N_FTS (or 4096 if
Extended Sync = 1) number of FTS in speeds other than 2.5 GT/s. In 2.5 GT/s speed, up
to one full FTS may be sent before the N_FTS (or 4096 if Extended Sync = 1) number of
FTSs are sent.

e Note: No SKP Ordered Sets can be inserted before all FT'Ss as defined by the agreed upon
N_FTS parameter are transmitted.

e Note: If the Extended Synch bit is set, the Transmitter sends 4096 Fast Training Sequences.
O Transmitter sends a single SKP Ordered Set on all configured Lanes.
O Next state is LO.

33 The common mode being driven must meet the Absolute Delta Between DC Common Mode During LO and
Electrical Idle (VTX-CM-DC-ACTIVE-IDLE-DELTA) specification (see Table 4—9).
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LOs: Receiver

Entry
Rx_LOs.Entry > Rx_LOs.Idle
Y
Rx_LOs.FTS
Recovery
LOs: Transmitter
Entry
Tx_LOs.Entry > Tx_LOs.ldle >  Tx_LOs.FTS

OM13804A

Figure 4-16: LOs Substate Machine
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4.26.7. L1

The L1 substate machine is shown in Figure 4-17.

4.2.6.7.1. L1.Entry

O All configured Transmitters are in Electrical Idle.

e Note: The DC common mode voltage must be within specification by

TTXJDLFfSETfTOfIDLFJ'

U The next state is L1.Idle after a Ty aan (Table 4-9) timeout.

e Note: This guarantees that the Transmitter has established the Electrical Idle condition.

4.2.6.7.2. L1l.ldle

U Transmitter remains in Electrical Idle.

¢ Note: The DC common mode voltage must be within specification.34

U Next state is Recovery if any Receiver detects exit from Electrical Idle or directed after
remaining in this substate for a minimum of 40 ns in speeds other than 2.5 GT/s.

e Note: A minimum stay of 40 ns is required in this substate in speeds other than 2.5 GT/s to
account for the delay in the logic levels to arm the Electrical Idle detection circuitry in case

the Link enters I.1 and immediately exits the L1 state.

e Note: A component is allowed to set the directed_speed_change variable to 1b following

identical rules described in LO for setting this variable. When making such a transition, the
changed_speed_recovery variable must be reset to Ob. A component may also go through
Recovery back to IO and then set the directed_speed_change variable to 1b on the transition

from L0 to Recovery.

e Note: A component is also allowed to enter Recovery from L1 if directed to change the Link
width. The component must follow identical rules for changing the Link width as described

in the 1O state.

34 The common mode being driven must meet the Absolute Delta Between DC Common Mode During LO and
Electrical Idle (VTX-CM-DC-ACTIVE-IDLE-DELTA) specification (see Table 4—9).
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L1

Entry

l

L1.Entry

Exit to
Recovery

OM13805A

Figure 4-17: L1 Substate Machine

4.2.6.8. L2

The L2 substate machine is shown in Figure 4-18.

4.2.6.8.1. L2.1dle

U All RX Termination must remain enabled in low impedance.

a Al configured Transmitters must remain in Electrical Idle for a minimum time of
Trx e (Table 4-9).

e Note: The DC common mode voltage does not have to be within specification.

e Note: The Receiver needs to wait a minimum of T\ 15z tO start looking for Electrical
Idle Exit.

O For Downstream Lanes:

e For a Root Port, the next state is Detect if 2 Beacon is received on at least Lane 0 or if
directed.

4 Note: Main power must be restored before entering Detect.

¢ Note: “if directed” is defined as a higher layer decides to exit to Detect.

e For a Switch, if a Beacon is received on at least Lane 0, the Upstream Port must transition to
L.2. TransmitWake.
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O For Upstream Lanes:

e The next state is Detect if Electrical Idle Exit is detected on any predetermined set of Lanes.

¢ Note: The predetermined set of Lanes must include but is not limited to any Lane which
has the potential of negotiating to Lane 0 of a Link. For multi-Lane Links the number
5 of Lanes in the predetermined set must be greater than or equal to two.

4+ Note: A Switch must transition any Downstream Lanes to Detect.
e Next state is L.2. TransmitWake for an Upstream Port if directed to transmit a Beacon.

4 Note: Beacons may only be transmitted on Upstream Ports in the direction of the Root
Complex.

4.2.6.8.2. L2.TransmitWake

10 Note: This state only applies to Upstream Ports.
U Transmit the Beacon on at least Lane 0 (see Section 4.3.5.8).

O Next state is Detect if Electrical Idle exit is detected on any Upstream Port’s Receiver that is in
the direction of the Root Complex.

e Note: Power is guaranteed to be restored when Upstream Receivers see Electrical Idle

15 exited, but it may also be restored prior to Electrical Idle being exited.
L2
Entry
L2.1dle
Exit to
Y Detect
L2.TransmitWake /

OM13806A

Figure 4-18: L2 Substate Machine
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4.2.6.9. Disabled

O All Lanes transmit 16 to 32 TS1 Ordered Sets with the Disable Link bit asserted and then
transition to Electrical Idle.

e Note: The EIOS (one EIOS if the current Link speed is 2.5 GT/s and two consecutive
EIOS:s if the cutrent Link speed is greater than 2.5 GT/s) must be sent ptior to entering
Electrical Idle.

e Note: The DC common mode voltage does not have to be within speciﬁcation.35

O If EIOS was transmitted (one if the current Link speed is 2.5 GT/s and two consecutive ones if
the current Link speed is greater than 2.5 GT/s) and an EIOS was received (even while
transmitting TS1 with the Disable Link bit asserted), then:

e LinkUp = Ob (False)
4 Note: At this point, the Lanes are considered Disabled.

e For Downstream components: The next state is Detect when Electrical Idle Exit is detected
at the Receiver.

O For Upstream components: The next state is Detect when directed (e.g., when the Link Disable
bit is reset to Ob by software).

U For Downstream components, if no EIOS is received after a 2 ms timeout, the next state is
Detect.

4.2.6.10. Loopback

The Loopback substate machine is shown in Figure 4-19.

4.2.6.10.1. Loopback.Entry

O LinkUp = Ob (False)

U If Loopback.Entry was entered from Configuration.LinkWidth.Start and the cutrent data rate
does not match the highest common transmitted and received data rate (Symbol 4 of the TS1 or
TS2 Ordered Set) advertised on two consecutive TS1 or TS2 Ordered Sets on any Lane that
detected a Receiver during Detect:

e Note: The loopback master controls the desired Loopback Link Speed and de-emphasis
level by the loopback master sending a Link Speed that is common with the loopback slave.

e Note: The operational speed, and de-emphasis level if the speed of operation is 5.0 GT/s, is
evaluated just prior to entering this substate from Configuration.LinkWidth.Start. This
clause will never be executed on entry to this substate from Recovery.Idle.

35 The common mode being driven does need to meet the Absolute Delta Between DC Common Mode During LO
and Electrical Idle (VTX-CM-DC-ACTIVE-IDLE-DELTA) specification (see Table 4-9).
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The loopback master must transmit 16 consecutive TS1 Ordered Sets with the Data Rate
tield and the Selectable De-emphasis bit (Symbol 4 bit 6) identical to the TS1 Ordered Sets it
transmitted during the Configuration.LinkWidth.Start substate and with the Loopback bit
(bit 2 of Symbol 5) asserted, followed by the EIOS (one EIOS if the current Link speed is
2.5 GT/s ot two consecutive EIOSs if the current Link speed is greater than 2.5 GT/s), and
then go to Electrical Idle. The loopback master must go to Electrical Idle, after sending the
EIOS(s), for 1 ms. During this time the speed must be changed to the highest common
transmitted and received Link speed advertised on two consecutive TS1 Ordered Sets. The
select_deemphasis variable must be set equal to the Selectable De-emphasis bit (Symbol 4 bit
6) in the two consecutive TS1 or TS2 Ordered Sets prior to entry to this substate. If speed is
5 GT/s, the de-emphasis level must be chosen to be -3.5 dB if select_demphasis is 1b else
the de-emphasis level must be -6 dB.

The loopback slave must send an EIOS and immediately go to Electrical Idle for 2 ms.
During this time the speed must be changed to the highest common transmitted and
received Link speed advertised on two consecutive TS1 Ordered Sets. The
select_deemphasis variable must be set equal to the Selectable De-emphasis bit (bit 6) of
Symbol 4 in the two consecutive TS1 or TS2 Ordered Sets prior to entry to this substate. If
the speed is 5 GT/s, the de-emphasis level must be chosen to be -3.5 dB if select_demphasis
is 1b else the de-emphasis level must be -6 dB.

Note: The loopback master should send adequate TS1 Ordered Sets if it wants the slave to
reacquire bit and Symbol lock prior to sending the loopback test patterns.

The loopback master must take into account the amount of time the slave can be in
Electrical Idle before starting to compare the data patterns it receives from the slave.

U If the Compliance Receive bit (Symbol 5 bit 4) on the transmitted TS1 Ordered Sets is Ob, and
the Compliance Receive bit was Ob on the two consecutive TS1 Ordered Sets that were received
either in this substate or during the Configuration.Linkwidth.Start substate prior to transitioning
to this substate :

The loopback master device transmits TS1 Ordered Sets with the Loopback bit (bit 2)
asserted until the loopback master receives identical TS1 Ordered Sets with the Loopback bit
asserted on an implementation specific number of Lanes. The next state is
Loopback.Active. However, if the loopback master does not receive identical TS1 Ordered
Sets with Loopback bit asserted in the implementation specific number of lanes, it must
enter Loopback.Exit substate in an implementation specific timeout value less than 100 ms.

4 Note: This indicates to the loopback master that the loopback slave has successfully
entered Loopback.

¢ Note: A boundary condition exists when the loopback slave transitions to
Loopback.Active that can cause the loopback slave to discard a scheduled SKP Ordered
Set. If this occurs, the loopback master may not see a SKP Ordered Set for twice the
normal SKP Ordered Set scheduling interval.
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The next state for the loopback slave is Loopback.Active.

¢ Note: The loopback slave must transition on a Transmit Symbol boundary and may

truncate any Ordered Set in progress.

Note: Until Symbol lock is achieved the Transmitter sends TS1 Ordered Sets with Lane
and Link numbers set to PAD (K23.7) on all Lanes that detected a Receiver during
Detect.

QO Else, the loopback master transmits TS1 Ordered Sets with the Loopback bit set for 2 ms prior
to transitioning to Loopback.Active.

The next state for the loopback slave is Loopback.Active.
¢ Note: The Compliance Receive bit (bit 4 of Symbol 5) in the TS1 Ordered Set is set to

help force a transition in to Loopback.Active for both the loopback master and the
loopback slave in the case that successful Symbol lock cannot occur. Once the loopback
master asserts this bit in the TS1 Ordered Sets it transmits, it must not deassert that bit
while in the Loopback state. This usage model is useful for test and validation purposes.

Note: The loopback slave does not need to transition on a Transmit Symbol boundary
and may truncate any Ordered Set in progress.

4.2.6.10.2. Loopback.Active

O The loopback master must send valid 8b/10b data. The loopback master should avoid sending
EIOS as data until it wants to exit Loopback.

O A loopback slave is required to retransmit the received 10-bit information as received, with the
polarity inversion determined in Polling applied, while continuing to perform clock tolerance
compensation:

234

SKPs must be added or deleted on a per Lane basis as outlined in Section 4.2.7 with the
exception that SKPs do not have to be simultaneously added or removed across Lanes of a
configured Link.

¢

If a SKP Ordered Set retransmission requires adding a SKP Symbol to accommodate
timing tolerance correction, the SKP Symbol is inserted in the retransmitted Symbol
stream anywhere adjacent to a SKP Symbol in the SKP Ordered Set following the COM
Symbol. The inserted SKP Symbol must be of the same disparity as the received SKPs
Symbol(s) in the SKP Ordered Set.

If a SKP Ordered Set retransmission requires dropping a SKP Symbol to accommodate
timing tolerance correction, the SKP Symbol is simply not retransmitted.

No modifications of the received 10-bit data (except for polarity inversion determined in
Polling) are allowed by the loopback slave even if it is determined to be an invalid 10-bit
code (i.e., no legal translation to a control or data value possible).
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U Next state of the loopback slave is Loopback.Exit if one of the following conditions apply:

If directed or if four consecutive EIOSs are received on any Lane. It must be noted that the
receiving four consecutive EIOS indicates that the Lane received four consecutive sets of
COM, IDL, IDL, IDL or alternatively, two out of three K28.3 (IDL) Symbols in each of the
four consecutive sets of transmitted EIOS.

Optionally, if current Link speed is 2.5 GT/s and an EIOS is received or Electrical Idle is
detected/inferred on any Lane.

4 Note: As described in Section 4.2.4.3, an Electrical Idle condition may be inferred if any
of the configured Lanes remained electrically idle continuously for 128 us by not
detecting an exit from Electrical Idle in the entire 128 us window.

Note: A loopback slave must be able to detect an Electrical Idle condition on any Lane
within 1 ms of the EIOS being received by the loopback slave.

Note: During the time after an EIOS is received and before Electrical Idle is actually
detected by the Loopback Slave, the Loopback Slave may receive undefined 10-bit data,
which may be looped back by the transmitter.

The Ty ipreserroanie Parameter does not apply in this case since the loopback slave may
not even detect Electrical Idle until as much as 1 ms after the EIOS.

U The next state of the loopback master is Loopback.Exit if directed.

4.2.6.10.3. Loopback.Exit

O The loopback master sends an EIOS for components that support only the 2.5 GT/s data rate
and eight consecutive sets of EIOSs for components that support greater than 2.5 GT/s data
rates, and optionally for components that only support the 2.5 GT/s data rate, irrespective of
the current Link speed, and enters Electrical Idle on all Lanes for 2 ms.

The loopback master must transition to a valid Electrical Idle condition30 on all Lanes within
Trxipiesertoanre after sending the last EIOS.

Note: The EIOS can be useful in signifying the end of transmit and compare operations that
occurred by the loopback master. Any data received by the loopback master after any EIOS
is received should be ignored since it is undefined.

U The loopback slave must enter Electrical Idle on all Lanes for 2 ms.

Note: Before entering Electrical Idle the loopback slave must Loopback all Symbols that
were received prior to detecting Electrical Idle. This ensures that the loopback master may
see the EIOS to signify the logical end of any Loopback send and compare operations.

W The next state of the loopback master and loopback slave is Detect.

36 The common mode being driven does not need to meet the Absolute Delta Between DC Common Mode During LO
and Electrical Idle (VTX-CM-DC-ACTIVE-IDLE-DELTA) specification (see Table 4-9).
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Loopback
Entry

:

Loopback.Entry ——

\

Loopback.Active

Y

Loopback.Exit |<—’

Exit to
Detect

OM13807A

Figure 4-19: Loopback Substate Machine

4.2.6.11. Hot Reset

U Lanes that were directed by a higher Layer to initiate Hot Reset:

e All Lanes in the configured Link transmit TS1 Ordered Sets with the Hot Reset bit asserted
and the configured Link and Lane numbers.

e If two consecutive TS1 Ordered Sets are received on any Lane with the Hot Reset bit
5 asserted and configured Link and Lane numbers, then:

¢ LinkUp = O0b (False)

¢ If no higher Layer is directing the Physical Layer to remain in Hot Reset, the next state is
Detect

4 Otherwise, all Lanes in the configured Link continue to transmit TS1 Ordered Sets with
10 the Hot Reset bit asserted and the configured Link and Lane numbers.

e Otherwise, after 2 2 ms timeout next state is Detect.

O Lanes that were not directed by a higher Layer to initiate Hot Reset (i.e., received two
consecutive TS1 Ordered Sets with the Hot Reset bit asserted on any configured Lanes):

e LinkUp = Ob (False)
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e Ifany Lane of an Upstream Port of a Switch receives two consecutive TS1 Ordered Sets
with the Hot Reset bit asserted, all configured Downstream Ports must transition to Hot
Reset as soon as possible.

4+ Note: Any optional crosslinks on the Switch are an exception to this rule and the
behavior is system specific.

e All Lanes in the configured Link transmit TS1 Ordered Sets with the Hot Reset bit asserted
and the configured Link and Lane numbers.

e If two consecutive TS1 Ordered Sets were received with the Hot Reset bit asserted and the
configured Link and Lane numbers, the state continues to be Hot Reset and the 2 ms timer
1s reset.

e Otherwise, the next state is Detect after a 2 ms timeout.

Note: Generally, Lanes of a Downstream or optional crosslink Port will be directed to Hot Reset,
and Lanes of an Upstream or optional crosslink Port will enter Hot Reset by receiving two
consecutive TS1 Ordered Sets with the Hot Reset bit asserted on any configured Lanes, from
Recovery.Idle state.

4.2.7. Clock Tolerance Compensation

SKP Ordered Sets (defined below) are used to compensate for differences in frequencies between
bit rates at two ends of a Link. The Receiver Physical Layer logical sub-block must include elastic
buffering which performs this compensation. The interval between SKP Ordered Set transmissions
is derived from the absolute value of the Transmit and Receive clock frequency difference specified
in Table 4-9. Having worse case clock frequencies at the limits of the tolerance specified will result
in a 600 ppm difference between the Transmit and Receive clocks of a Link. As a result, the
Transmit and Receive clocks can shift one clock every 1666 clocks.

4.2.7.1. Rules for Transmitters

Q

Q

All Lanes shall transmit Symbols at the same frequency (the difference between bit rates is
0 ppm within all multi-Lane Links).

When transmitted, the SKP Ordered Set shall be transmitted simultaneously on all Lanes of a
multi-Lane Link (see Section 4.2.4.8 and Table 4-9 for the definition of simultaneous in this
context).

The transmitted SKP Ordered Set is: one COM Symbol followed by three consecutive SKP
Symbols

The SKP Otrdered Set shall be scheduled for insertion at an interval between 1180 and 1538
Symbol Times.

Scheduled SKP Ordered Sets shall be transmitted if a packet or Ordered Set is not already in

progress, otherwise they are accumulated and then inserted consecutively at the next packet or
Otrdered Set boundary.
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SKP Ordered Sets do not count as an interruption when monitoring for consecutive Symbols or
Otrdered Sets (i.e., eight consecutive TS1 Ordered Sets in Polling. Active).

SKP Ordered Sets must not be transmitted while the Compliance Pattern or the Modified
Compliance Pattern (see Section 4.2.8) is in progress during Polling. Compliance if the
Compliance SOS bit of the Link Control 2 register is Ob. If the Compliance SOS bit of the Link
Control 2 register is 1b, two consecutive SKP Ordered Sets must be sent (instead of one) for
every scheduled SKP Ordered Set time interval.

Any and all time spent in any lower power Link state (LOs, L1, L2) or in any other state when the
Transmitter is electrically idle (such as Detect and Recovery.Speed) does not count in (and may
optionally reset) the 1180 to 1538 Symbol Time interval used to schedule the transmission of
SKP Ordered Sets.

During all lower power Link states any counter(s) or other mechanisms used to schedule SKP
Ordered Sets must be reset.

4.2.7.2. Rules for Receilvers

Q

238

Receivers shall recognize received SKP Ordered Set consisting of one COM Symbol followed
consecutively by one to five SKP Symbols.

e Note: The number of received SKP Symbols in an Ordered Set shall not vary from Lane-to-
Lane in a multi-Lane Link.

Receivers shall be tolerant to receive and process SKP Ordered Sets at an average interval
between 1180 to 1538 Symbol Times.

Receivers shall be tolerant to receive and process consecutive SKP Ordered Sets.

e Note: Receivers shall be tolerant to receive and process SKP Ordered Sets that have a
maximum separation dependent on the Max_Payload_Size a component supports. The
formula for the maximum number of Symbols (N) between SKP Ordered Sets is: N = 1538
+ (Max_payload_size_byte+28). For example, if Max_Payload_Size is 4096 bytes, N = 1538
+ 4096 + 28 = 5662.
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Compliance Pattern

During Polling, the Polling. Compliance substate must be entered from Polling. Active based on the
conditions described in Section 4.2.6.2.1. The compliance pattern consists of the sequence of
8b/10b Symbols K28.5, D21.5, K28.5, and D10.2 repeating. The compliance sequence is as follows:

Symbol K28.5 D21.5 K28.5 D10.2
Current Disparity| Negative Positive Positive Negative
Pattern 0011111010 | 1010101010 | 1100000101 | 0101010101

For any given device that has multiple Lanes, every eighth Lane is delayed by a total of four
Symbols. A two Symbol delay occurs at both the beginning and end of the four Symbol Compliance
Pattern sequence. Note: A x1 device, or a xN device operating a Link in x1 mode, is permitted to

include the Delay symbols with the Compliance Pattern.

This delay sequence on every eighth Lane is then:

‘Symbol: | D

D

| ke85 | D215 | k285 | D102 |

D

Where D is a K28.5 Symbol.

After the eight Symbols are sent, the delay Symbols are advanced to the next Lane and the process is
repeated. An illustration of this process is shown below:

Lane O

D

D

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

Lane 1

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

Lane 2

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

Lane 3

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

Lane 4

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

Lane 5

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

Lane 6

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

Lane 7

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

Lane 8

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

Lane 9

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

K28.5+

D10.2

K28.5-

D21.5

Key:

K28.5- COM when disparity is negative, specifically: “0011111010”

K28.5+ COM when disparity is positive, specifically: “1100000101”

D21.5 Out of phase data Symbol, specifically: “1010101010”
D10.2 Out of phase data Symbol, specifically: “0101010101”
D Delay Symbol K28.5 (with appropriate disparity)

This sequence of delays ensures interference between adjacent Lanes, enabling measurement of the
compliance pattern under close to worst-case Inter-Symbol Interference and cross-talk conditions.
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4.2.9. Modified Compliance Pattern

The Modified Compliance Pattern consists of the same basic Compliance Pattern sequence (see
Section 4.2.8) with one change. Two identical error status Symbols followed by two K28.5 are
appended to the basic Compliance sequence of 8b/10b Symbols (K28.5, D21.5, K28.5, and D10.2)
to form the Modified Compliance Sequence of (K28.5, D21.5, K28.5, D10.2, Error Status Symbol,
Error Status Symbol, K28.5, K28.5). For any given device that has multiple Lanes, every eighth
Lane is moved by a total of eight Symbols. Four Symbols of K28.5 occurs at the beginning and
another four Symbols of K28.7 occurs at the end of the eight Symbol Modified Compliance Pattern
sequence. After the 16 Symbols are sent, the delay Symbols are advanced to the next Lane and the
process is repeated. Note: A x1 device, or a xN device operating a Link in x1 mode, in permitted to
include the Delay symbols with the Modified Compliance Pattern.

An illustration of the Modified Compliance Pattern is shown below:

Lane0|D D D D K28.5-|D21.5|K28.5+|D10.2 [ERR |ERR |K28.5- |[K28.5+|K28..7-|K28.7-|K28.7-| K28.7- |K28.5-|D21.5

Lanel|K28.5-|1D21.5|K28.5+ D10.2|ERR [ERR |K28.5- |K28.5+|K28.5-|D21.5|K28.5+|D10.2 [ERR |ERR |K28.5-{K28.5+|D D

Lane2|K28.5-[D21.5[K28.5+ |[D10.2|ERR |ERR |K28.5- |K28.5+|K28.5-|D21.5|K28.5+|D10.2 |[ERR |ERR |K28.5-|K28.5+|K28.5-|D21.5

Lane3|K28.5-|1D21.5|K28.5+ D10.2|ERR [ERR |K28.5- |K28.5+|K28.5-|D21.5|K28.5+|D10.2 [ERR |ERR |K28.5-|K28.5+|K28.5-|D21.5

Lane4|K28.5-|D21.5|K28.5+|D10.2|ERR |ERR |K28.5- | K28.5+|K28.5-| D21.5|K28.5+|D10.2 |[ERR |ERR |K28.5-|K28.5+|K28.5-|D21.5

Lane5|K28.5-|D21.5|K28.5+|D10.2|ERR |ERR |K28.5- | K28.5+|K28.5-| D21.5|K28.5+|D10.2 |[ERR [ERR |K28.5-|K28.5+|K28.5-|D21.5

Lane6|K28.5-|D21.5|K28.5+|D10.2|ERR |ERR |K28.5- | K28.5+|K28.5-|D21.5|K28.5+|D10.2 |ERR [ERR |K28.5-|K28.5+|K28.5-|D21.5

Lane7|K28.5-|D21.5|K28.5+|D10.2|ERR |ERR |K28.5- | K28.5+|K28.5-| D21.5|K28.5+|D10.2 |[ERR [ERR |K28.5-|K28.5+|K28.5-|D21.5

Lane8|D D D D K28.5-|D21.5|K28.5+|D10.2 |[ERR |ERR |K28.5- |K28.5+|K28.7- |K28.7-|K28.7-|K28.7- |K28.5-|D21.5
Lane9 |K28.5-|D21.5|K28.5+D10.2|ERR |ERR |K28.5- |K28.5+|K28.5-|D21.5|K28.5+|D10.2 |ERR |ERR |K28.5-|K28.5+|D D
Key:
K28.5- COM when disparity is negative, specifically: “0011111010”

K28.5+ COM when disparity is positive, specifically: “1100000101”
D21.5 Out of phase data Symbol specifically: “1010101010”

D10.2 Out of phase data Symbol, specifically: “0101010101”

D Delay Symbol K28.5 (with appropriate disparity)
ERR Error Status Symbol (with appropriate disparity)
K28.7- EIE when disparity is negative, specifically “0011111000”

The reason two identical error Symbols are inserted instead of one is to ensure disparity of the
8b/10b sequence is not impacted by the addition of the error status Symbol.

All other Compliance pattern rules are identical (i.e., the rules for adding delay Symbols) so as to
preserve all the crosstalk characteristics of the Compliance Pattern.
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The etror status Symbol is an 8b/10b data Symbol, maintained on a per Lane basis, and defined in
8-bit domain in the following way:

Receiver Error Count (Bits 6:0) - Incremented on every Receiver error after the Pattern
Lock bit becomes asserted.

Pattern Lock (Bit 7) - Asserted when the Lane locks to the incoming Modified Compliance
Pattern.

4.3. Electrical Sub-block

The electrical sub-block section defines the physical layer of PCI Express 5.0 GT/s that consists of
a reference clock source, Transmitter, channel, and Receiver. This section defines the electrical-layer
parameters required to guarantee interoperability among the above-listed PCI Express components.

This section comprehends both 2.5 GT/s and 5.0 GT/s electricals. In many cases the parameter
definitions between 2.5 and 5.0 GT/s ate identical, even though their respective values may differ.
However, the need at 5.0 GT/s to minimize guardbanding, while simultaneously comprehending all
phenomena affecting signal integrity, requires that all the PCI Express system components -
Transmitter, Receiver, channel, and Refclk, be explicitly defined in the specification. For this reason,
each of these four components has a separate specification section for 5.0 GT/s.

The applicability of each section—whether it applies to 2.5 GT/s or 5.0 GT/s, or whether it applies
only to 5.0 GT/s—is described in the beginning of the section.

4.3.1. Maintaining Backwards Compatibility

All 5.0 GT/s compatible PCI Express devices must support both 5.0 GT/s capabilities as well as
retaining 100% backwards compatibility with the 2.5 GT/s specification. Table 4-8 lists the
interoperability matrix that various combinations of 2.5 GT/s and 5.0 GT/s components must
support. Upon powet-up, all 5.0 GT/s devices must initially operate in the 2.5 GT/s mode, and the
system must negotiate to the higher bit rate, making sure that both Transmitter and Receiver are

5.0 GT/s compatible, before switching to the 5.0 GT/s data rate. Both the Refclk and the channel
are included as system components, since both must be 5.0 GT/s compliant to guarantee system
operation at that speed. Details of the procedure for detecting and negotiating for 5.0 GT/s
operation appear in Chapter 2 and Section 4.2.

Table 4-8: PCI Express 2.5 GT/s / 5.0 GT /s Interoperability Matrix

Transmitter Channel and Refclk Receiver End-to-End Data Rate
5.0 GT/s 5.0 GT/s 5.0 GT/s 5.0 GT/s
25GT/s 250r5.0GT/s 250r5.0GT/s 25GT/s
2.50r5.0GT/s 2.5GT/s 250r5.0GT/s 25GT/s
250r5.0GT/s 250r5.0GT/s 2.5GT/s 2.5GT/s
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4.3.1.1. 2.5 GT/sis Not a Subset of 5.0 GT/s

Since a 5.0 GT/s device must be capable of operation at either 2.5 GT/s or 5.0 GT/s data rates, the
device must meet the 2.5 GT/s and 5.0 GT/s specifications in their entirety. Meeting only the

5.0 GT/s specification does not guarantee interoperability at 2.5 G'T/s speeds, as is described in the
tfollowing example.

The 5.0 GT/s clock specification requires a tighter window than 2.5 GT/s (8-16 MHz vs. 1.5-22
MHz). Imagine a clock source that just meets the 5.0 GT/s Refclk jitter specification, but has a
huge jitter spike at 3 MHz (or 20 MHz). This spike would not be caught by the 8-16 MHz range,
but could potentally fail the 2.5 GT/s component. Therefore, the clocks need to pass both the
2.5 GT/s and 5.0 GT/s limits.

4.3.1.2. Component Interfaces

PCI express components from different sources must interoperate reliably together. At the
electrical level, this is achieved by specifying a set of parameters and the interfaces at which those
parameters must be met. For 5.0 GT/s PCI express components, this interface is defined to be at
the pins of the Receiver and transmit devices and the corresponding locations at either end of the
channel. At 2.5 GT/s the requitement to reference all measurements to the Tx or Rx pins is less
explicitly stated in the specification, but still holds true. The pin location was also chosen because it
permits a component to be characterized independently of others. For example, a Transmitter can
be measured without needing any other PCI Express components.

Transmitter Receiver
- -
D o :) Channel L D
Tx Pins Rx Pins
Refclk Refclk
Pins Pins
|
Refclk |

A-0543
Figure 4-20: Transmitter, Channel, and Receiver Boundaries

Additional interfaces may be specified at the connector or connectors for multi-segment topologies,
such as between server blades and backplane or between a motherboard and adapter. Due to the
large number of possible combinations and their product specific nature, multi-segment
specifications will be detailed in the PCI Express Card Electromechanical Specification and future form
factor specifications.
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4.3.2. Jitter Budgeting and Measurement

PCI Express jitter is budgeted among the components that comprise an end-to-end connection: the
Refclk, Transmitter and receiver. Channel jitter is indirectly specified by requiring specific jitter and
voltage margins at the far end of the channel under test into a reference load.

Deterministic jitter peak-peak terms are added arithmetically, while random jitter sigma terms are
added as the square root of sum of squares (RSS) and its peak-peak equals the overall sigma after
RSS multiplied by the Qfactor at the interested BER level. For example, a 10"* BER corresponds to
QO per = £7.03.

System Tj= " Dj +2Qger+/ Y Ri* < 1.0UI Equation 1

A consequence of the RSS adding of Rj terms is that naively adding the Tj terms for Refclk,
Transmitter, and Receiver will yield a sum greater than 1.0 UI. Details on how to derive meaningful

jitter numbers from measurements appear in the respective sections for Transmitter, Receiver, and
Refclk.

Jitter may be resolved into separate Dj and Rj components by application of the Dual Dirac
approximation method. The dual-Dirac model is a technique for quickly estimating total jitter
defined at a low bit error ratio, Tj(BER), while not requiring a commensurately large number of
samples. The deterministic and random components of the jitter signal are separated within the
context of the model to yield two quantities, root-mean-square random jitter (Rj) and a model-
dependent form of the peak-to-peak deterministic jitter, Dj(dd). The dual-Dirac model is
fundamentally a Gaussian approximation to the outer edges of the jitter distribution displaced by a
fixed amount, Dj(dd). It rests on the assumption that the asymptotic tails of the distribution may be
represented by the tails of the same Gaussian distribution that describes Rj; this is the key to how
the dual-Dirac model is used to calculate Tj(BER): measurements of Rj and Dj(dd) may be
performed on comparatively low statistics and Tj(BER) can be calculated using

Tj(BER) = 2Qgzxc + Dj(dd) Equation 2

It is important to realize that Tj(BER) calculated from Rj and Dj(dd) is not a model-dependent
approximation. Its accuracy depends only on the accuracy with which Rj and Dj(dd) are measured
— though, in practice Tj(BER) so calculated is almost always an extrapolation. While Dj(dd) is a
model dependent quantity, it is also a well defined observable. On the other hand, Rj is not a
model-dependent quantity; it is the width of the Gaussian distribution that describes the random
jitter PDF.

It is important to realize that Dj(dd) is not the same as the actual peak-to-peak spread of the Dj
distribution, Dj(p-p). The two are related by Dj(dd) = Dj(p-p). Dj(dd) has two distinct advantages
over Dj(p-p): first, it is useful in estimating Tj(BER) — substitution of Dj(p-p) for Dj(dd) in Eq. (1) is
incorrect; and, second, Dj(dd) is much easier to measure.
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4.3.3. Transmitter Specification

Transmitter AC performance is specified at pins of the DUT into a reference load, as illustrated in
Figure 4-20. The data so obtained consists of a sequential set of voltage vs. time samples. Most
Transmitter parameters may be obtained directly from the scope trace; however, some parameters
must either be post processed or filtered directly to obtain meaningful eye margins. Fither approach
is designed to remove jitter components that would be tracked by the Receiver and do not
contribute meaningfully to the effective jitter seen at the Receiver's input latch.

Note that the Transmitter under test is driven by a low jitter “ideal” clock source. An ideal, rather
than a nominal, oscillator is specified so that the measured jitter represents only those contributions
from the Transmitter under test. The reference clock has a jitter budget that is specified separately.

4.3.3.1. Transmitter Phase Jitter Filtering

Tx phase jitter is defined as the temporal deviation of a data edge from an ideal clock in a manner
similar to the Refclk phase jitter as described in the JWG white paper. As illustrated in Figure 4-20,
a Transmitter is characterized to specification while being driven by an “ideal”, low jitter Refclk.
Such a Refclk source contributes no appreciable jitter of its own within the Transmitter’s PLL
passband. Therefore, the jitter observed at the Transmittet's output can be assumed to be entirely
generated by the DUT. However, the jitter so measured may still contain low frequency jitter
components that would be tracked by a Receiver and should not be included in the measurement.
Examples include oscillator and measurement apparatus baseline wander. It is necessary to process
the raw jitter to remove this low frequency jitter, where this may be implemented either via software
(as a post processing step) or via hardware (as an actual filter). In either case, the algorithm must
emulate the filter functions as defined below.

2.5 GT/s specifies a 1-pole HPF with a 1.5 MHz corner frequency, while 5.0 GT/s specifies a step
bandpass filter with lower and upper corner frequencies of 10 kHz and 1.5 MHz, respectively. For
filter details, see Figure 4-21.
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Figure 4-21: Plot of Transmitter HPF Filter Functions

4.3.3.2. Low and Full Swing Transmitter Output Levels

Both the 2.5 GT/s and 5.0 GT/s PCI Express specifications define two voltage swing levels: full
swing and low swing. Full swing signaling implements de-emphasis, while low swing does not.
Typically, low swing is specified for power sensitive applications where a shorter channel is
acceptable. The requirement as to whether a Transmitter need support full swing, low swing, or

both modes, is dependent on its usage model. The method by which the output mode is selected is

not explicitly defined in this specification, and may be implementation dependent. Note: All PCI
Express device Transmitters must support full swing signaling, while support for half swing
signaling is optional.

While two different Transmitter output signaling levels are defined, only a single Receiver

specification is defined; this implies that margins (as specified at the Receiver) are identical regardless
of the Transmitter's output swing capabilities. It also implies that the channel’s characteristics need

to be matched to the Transmitter output swing. Typically, low swing output is utilized for short
channels, such as would occur in mobile platforms.
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Transmitter Margining

5.0 GT/s Transmitters must implement voltage matgining for both 5.0 GT/s and 2.5 GT/s
operation, while 2.5 GT/s only Transmitters need not implement voltage margining. When
operating in the margining mode, a Transmitter outputs a signal at an amplitude whose value is
determined by configuration register bits. The base specification only requires that a Tx be capable
5 of margining voltage. However, other parameters, such as jitter and/or de-emphasis level may be
optionally margined. Figure 4-22 illustrates the Tx margining voltages and corresponding margining
configuration register codes.

The granularity for margining control is determined by the number of Lanes per Link such that
margining must be controllable on at least a per Link basis and may be controllable on a per Lane

10 basis.
1200 mV
(outside of eye)
800 mV

(inside of eye)

400 mV
(outside of eye)

200 mV
(inside of eye)

Full Swing

2.5GT/s,-3.5dB
5.0 GT/s, -3.5dB
5.0 GT/s, -6 dB

Code [001]

Code [010]

Code [011]

Code [i]
(i=3)

Code [111]

~

> = 4 codes

700 mV
(outside of eye)

400 mV
(inside of eye)

200 mV
(outside of eye)

100 mV
(inside of eye)

Half Swing

2.5GT/s,0dB
5.0 GT/s,0dB

Code [001]

Code [010]

Code [011]

Code [i]
(i=3)

Code [111]

Figure 4-22: Transmitter Margining Voltage Levels and Codes

g 2 4 codes

A-0574

Two modes of Tx margining are defined. All Transmitters must implement full-swing margining,
and those Transmitters supporting half-swing signaling must additionally implement half swing
margining. Tx margining is controlled by a 3-bit register whose codes map as illustrated above.

15

Code [000] represents normal operation, while the remaining codes define margining levels. In

order to account for PVT variations, a minimum of four codes must to map into the min/max
voltage levels defined in Figure 4-22. For the de-emphasized cases, the de-emphasis ratio must
remain within = 1.0 dB from the nominal value of -3.5 dB or -6 dB. The codes must map
monotonically onto the voltage ranges, and while a linearity limit is not specified, it is recommended

20

that the codes be evenly spaced. At least three codes must map to voltage levels less than the

nominal output swing generated during normal signaling. For measurement details, see Note 2
under Table 4-9.
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4.3.3.4. Transmitter Pin to Pad Correlation

The PCI Express Specification defines Transmitter and Receiver measurements at the pin, while a
pad location is preferred by silicon designers. Measurements to specification are referenced to a
device’s pins, because this is the only location that is generally accessible for probing (pads in an
assembled device are not usually accessible). It is the shared responsibility of the silicon and the
package designers to account for silicon package interactions and guarantee positive margins at the
device's pins.

4.3.3.5. Transmitter Specification

The following table defines the parameters for Transmitters. Parameters are defined separately for
2.5 GT/s and 5.0 GT/s implementations.

Table 4-9: 2.5 and 5.0 GT /s Transmitter Specifications

Symbol Parameter 2.5GT/s| 5.0 GT/s |Units [Comments
ul Unit Interval 399.88 199.94 ps The specified Ul is equivalent to a tolerance of
(min) (min) +300 ppm for each Refclk source. Period does
400.12 200.06 not account for SSC induced variations. See
(max) (max) Note 1.
V1x-DIFE-PP Differential p-p 0.8 (min) (0.8 (min) |V As measured with compliance test load.
Tx voltage swing 1.2 (max) |1.2 (max) Defined as 2*|Vrxp+ - Vxo- |-

Vrx-DiFe-pp-Low  |LOW power 0.4 (min) (0.4 (min) |V As measured with compliance test load.
differential p-p Tx|4 (max) [1.2 (max) Defined as 2*|V1xp+- V1xp-|. See Note 9.
voltage swing '

V1x-pE-RATIO-35d8 | TX de-emphasis |3.0 (min) (3.0 (min) |dB See Section 4.3.3.9 and Note 11 for details.
level ratio 4.0 (max) |4.0 (max)

Vrx-DE-RATIO-6dB | TX de-emphasis [N/A 5.5 (min) |[dB See Section 4.3.3.9 and Note 11 for details.
level 6.5 (max)

TMIN-PULSE Instantaneous Not 0.9 (min) [UI Measured relative to rising/falling pulse. See
lone pulse width |specified Notes 2, 10, and Figure 4-29.

Trx-eve Transmitter Eye [0.75 (min) [0.75 (min) (Ul Does not include SSC or Refclk jitter. Includes
including all jitter Rj at 107"?. See Notes 2,3,4,and 10. Note
sources that 2.5 GT/s and 5.0 GT/s use different jitter

determination methods.

TTx-EYE-MEDIAN-to- | Maximum time 0.125 Not Ul Measured differentially at zero crossing points

MAX-JITTER between the jitter | (max) specified after applying the 2.5 GT/s clock recovery
median and max function. See Note 2.
deviation from
the median

TTX-HF-DJ-DD Tx deterministic |Not 0.15 (max) | Ul Deterministic jitter only. See Notes 2 and 10.
jitter > 1.5 MHz |specified

TTX-LE-RMS Tx RMS jitter < [Not 3.0 ps Total energy measured over a 10 kHz —

1.5 MHz specified RMS [1.5 MHz range.

TTX-RISE-FALL Transmitter rise [(0.125 0.15 (min) |UI Measured differentially from 20% to 80% of
and fall time (min) swing. See Note 2 and Figure 4-28.

TRE-MISMATCH Tx rise/fall Not 0.1 (max) |UI Measured from 20% to 80% differentially. See
mismatch specified Note 2.
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Symbol Parameter 2.5GT/s| 5.0 GT/s |Units [Comments
BWrx-pLL Maximum Tx 22 (max) [16 (max) |MHz |Second order PLL jitter transfer bounding
PLL bandwidth function. See Note 6
BWrx-pLi-Lo-sps  |Minimum Tx PLL |1.5 (min) (8 (min) MHz Second order PLL jitter transfer bounding
BW for 3 dB function. See Notes 6 and 8.
peaking
BWrx.pLL-Lo-1D8  |Minimum Tx PLL |[Not 5 (min) MHz Second order PLL jitter transfer bounding
BW for 1 dB specified function. See Notes 6 and 8.
peaking
PKGrx-pLL1 Tx PLL peaking [Not 3.0 (max) |[dB Second order PLL jitter transfer bounding
with 8 MHz min  [specified function. See Notes 6 and 8.
BW
PKGrx-pLL2 Tx PLL peaking [Not 1.0 (max) |dB See Note 8.
with 5 MHz min  [specified
BW
RL1x-piFF Tx package plus [10 (min) [10 (min) dB For details refer to Figure 4-34.
Si differential for 0.05 -
return loss 1.25 GHz
8 (min) for
1.25 -
2.5 GHz
RLrx.cm Tx package plus |6 (min) 6 (min) dB Measured over 0.05 — 1.25 GHz range for
Si common 2.5 GT/s and 0.05 — 2.5 GHz range for
mode return loss 5.0 GT/s. (S11 parameter)
ZTX-DIFF-DC DC differential Tx|80 (min) |120 (max) |Q Low impedance defined during signaling.
impedance 120 (max) Parameter is captured for 5.0 GHz by RLrx-pirr.
V1x-cM-AC-PP Tx AC common [Not 100 (max) |mVPP [See Note 5.
mode voltage specified
(5.0 GT/s)
V1x-cM-AC-P Tx AC common (20 Not mV See Note 5.
mode voltage specified
(2.5 GT/s)
|TX-SHORT Transmitter 90 (max) [90 (max) |mA The total current Transmitter can supply when
short-circuit shorted to ground.
current limit
V1x-nc-cm Transmitter DC [0 (min) 0 (min) V The allowed DC common-mode voltage at the
common-mode 3.6 (max) |3.6 (max) Transmitter pins under any conditions
voltage ' '
Vrx-cmpe-acTive- |Absolute Delta of |0 (min) 0 (min) mV |VTx-cM-DC [during LO] — VTX-CM-Idle-DC [during Electrical Idle]|
IDLE-DELTA DC Common 10 100 <=100 mV
Mode Voltage 0 (max) (max)
during LO and
Electrical Idle. Vrx-cmoc = DCavg) Of [Vrxp+ + Vrxn-|/2
V1x-cM-idie-nc= DCyavg) Of [Vrx-p+ + V7x-p-|/2
[Electrical Idle]
VTX-cM-DC-LINE- Absolute Delta of |0 (min) 0 (min) mV [VTx-CM-DC-D+ [during LO] — VTX-CM-DC-D- [during L0.]| < 25
DELTA DC Common mv
Mode Voltage 25 (max) (25 (max)

between D+ and
D-

VTX-CM-DC-D+ = DC(avg) of |VTX—D+| [during LO]

VTX-CM-DC-D- = DC(avg) of IVTX-D-l [during LO]
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Symbol Parameter 2.5GT/s| 5.0 GT/s |Units [Comments

VrxipLe-Dirracp | Electrical Idle 0 (min) 0 (min) mV V1X-DLE-DIFFp = |VTX-Idle-D+ = VTx-Idle-D-| £ 20 mV.
Differential Peak Voltage must be high pass filtered to remove

20 (max) |20 (max
Output Voltage ( ) ( ) any DC component. Filter characteristics TBD.

Vrx-pLe-oiFroc  |DC Electrical Idle [Not 0 (min) mV V1x-pLE-DIFF-DC = |VTX-idle-D+ = VTxidie-D-| £ 5 mV.
Differential specified 5 (max) Voltage must be low pass filtered to remove
Output Voltage any AC component. Filter characteristics

complementary to above.

Vrx-rov-pETECT | The amount of  |600 (max) [600 (max) [mV The total amount of voltage change in a
voltage change positive direction that a Transmitter can apply
allowed during to sense whether a low impedance Receiver is
Receiver present. Note: Receivers display substantially
Detection different impedance for Viy <0 vs Vin > 0. See

Table 4-12 for details.

TTX-IDLE-MIN Minimum time 20 (min) |20 (min) ns Minimum time a Transmitter must be in
spentin Electrical Idle.
Electrical Idle

TTX-IDLE-SET-TO- Maximum time to |8 (max) |8 (max) ns After sending the required number of EIOSs,

IDLE transition to a the Transmitter must meet all Electrical Idle
valid Electrical specifications within this time. This is
Idle after sending measured from the end of the last Ul of the last
an EIOS EIOS to the Transmitter in Electrical Idle.

Trx-pLe-To-DIFF-  |Maximum time to |8 (max) |8 (max) ns Maximum time to transition to valid diff

DATA transition to valid signaling after leaving Electrical Idle. This is
diff signaling considered a debounce time to the Tx.
after leaving
Electrical Idle

TcrossLINK Crosslink 1.0 (max) |1.0 (max) |ms This random timeout helps resolve potential
random timeout conflicts in the crosslink configuration.

Lx-skew Lane-to-Lane 500 ps + (500 ps + ps Between any two Lanes within a single
Output Skew 2 Ul 4 Ul (max) Transmitter.

(max)

Crx AC Coupling 75 (min) |75 (min) nF All Transmitters shall be AC coupled. The AC
Capacitor 200 (max) | 200 (max) coupling is required either within the media or

within the transmitting component itself.

Notes:

1. SSC permits a +0, - 5000 ppm modulation of the clock frequency at a modulation rate not to exceed 33 kHz.

2. Measurements at 5.0 GT/s require an oscilloscope with a bandwidth of 212.5 GHz, or equivalent, while
measurements made at 2.5 GT/s require a scope with at least 6.2 GHz bandwidth. Measurement at 5.0 GT/s
must deconvolve effects of compliance test board to yield an effective measurement at Tx pins. 2.5 GT/s may be
measured within 200 mils of Tx device’s pins, although deconvolution is recommended. For measurement setup
details, refer to Figure 4-23 and Figure 4-24. At least 10° Ul of data must be acquired.

3. Transmitter jitter is measured by driving the Transmitter under test with a low jitter “ideal” clock and connecting
the DUT to a reference load.

4. Transmitter raw jitter data must be convolved with a filtering function that represents the worst case CDR
tracking BW. 2.5 GT/s and 5.0 GT/s use different filter functions that are defined in Figure 4-21. After the
convolution process has been applied, the center of the resulting eye must be determined and used as a
reference point for obtaining eye voltage and margins.

5. Vrxac-om-pp and Vrixac.omp are defined in Section 4.3.3.7. Measurement is made over at least 10° U.

6. The Tx PLL Bandwidth must lie between the min and max ranges given in the above table. PLL peaking must lie
below the value listed above. Note: the PLL B/W extends from zero up to the value(s) specified in the above

table.
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7. Measurements are made for both common mode and differential return loss. The DUT must be powered up and
DC isolated, and its data+/data- outputs must be in the low-Z state at a static value

8. A single combination of PLL BW and peaking is specified for 2.5 GT/s implementations. For 5.0 GT/s, two
combinations of PLL BW and peaking are specified to permit designers to make a tradeoff between the two
parameters. If the PLL's min BW is 28 MHz, then up to 3.0 dB of peaking is permitted. If the PLL's min BW is
relaxed to 5.0 MHz, then a tighter peaking value of 1.0 dB must be met. In both cases, the max PLL BW is
16 MHz.

9. Low swing output, defined by Vrx-pirr-pp-Low must be implemented as shown in Figure 4-27 with no de-emphasis.

10. For 5.0 GT/s, de-emphasis timing jitter must be removed. An additional HPF function must be applied as shown
in Figure 4-21. This parameter is measured by accumulating a record length of 10° Ul while the DUT outputs a
compliance pattern. Tmin-puLse is defined to be nominally 1 Ul wide and is bordered on both sides by pulses of
the opposite polarity. Refer to Figure 4-29.

11. Root complex Tx de-emphasis is configured from Upstream controller. Downstream Tx de-emphasis is set via a
command, issued at 2.5 GT/s. For details, refer to the appropriate location in Section 4.2.

4.3.3.6. Measurement Setup For Characterizing Transmitter

A Transmitter's parameters may be characterized by means of the test setup shown in Figure 4-23
and Figure 4-24. When measuring a Transmitter, it is not usually feasible to place the probes directly
at the Transmitter’s pins, so it is typical to have PCB traces and other structures between the Tx
package and the probe location. If direct measurement cannot be made at the Tx pins, then it will
be necessary to deconvolve the effects compliance test board from the measurement. Coupling
capacitors are included, since some Receivers will need them to establish the correct DC bias. If a
Transmitter can operate with a 0.0 V DC bias, then the coupling capacitors may be eliminated. The
range of acceptable values for the coupling capacitors appears in Table 4-9.

Measurements made at 2.5 GT/s may be achieved by locating the probe points close to the DUT
and not de-embedding the test fixture, as shown in Figure 4-24. Measurements at 5.0 GT/s must
de-embed the test fixture, as shown in Figure 4-23. It is also acceptable to use a common test
fixture and de-embed it for measurements at both 2.5 and 5.0 GT/s.

DUT

>

e — — O
i|—|—|

\

Coupling
Capacitors SMA
Connectors
"Ideal"
Refclk Compliance Test Load
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Figure 4-23: Required Setup for Characterizing a 5.0 GT /s Transmitter
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Figure 4-24: Allowable Setup for Characterizing a 2.5 GT /s Transmitter
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4.3.3.7. Voltage Level Definitions

A differential voltage is defined by taking the voltage difference between two conductors. In this
specification, a differential signal or differential pair is comprised of a voltage on a positive
conductor, Vi, and a negative conductor, Vi, . The differential voltage (Vp ) is defined as the
difference of the positive conductor voltage and the negative conductor voltage (Vi = Vi, - V).
The Common Mode Voltage (V) is defined as the average or mean voltage present on the same
differential pair (Ve = [Vps + Vp]/2). This document’s electrical specifications often refer to
peak-to-peak measurements or peak measurements, which are defined by the following equations.

O Vi, = @*max |V, - Vi, |) (This applies to a symmetric differential swing)

U Vo, = (max| Vi, - Vi | {Vp, > Vi | + max| Vy, - Vi, | {V, < Vp}) (This applies to an
asymmetric differential swing.)

O Vi, = (max | Vy, - Vi |) (This applies to a symmetric differential swing.)

O Vi, = (max | Vi, - Vi | {Vp, > Vi }) or (max | Vp, - Vi, | {Vp, < Vp }) whichever is greater
(This applies to an asymmetric differential swing.)

O Vixacour = max(Vp. + Vp)/2 - min(Vp, + Vy,)/2
O Vicacowr = RMS[(Vp, + V;,)/2 - DCyy (Vs + Vp)/2]

Note: The maximum value is calculated on a per unit interval evaluation. The maximum function as
described is implicit for all peak-to-peak and peak equations throughout the rest of this chapter, and
thus a maximum function will not appear in any following subsequent representations of these
equations.

In this section, DC is defined as all frequency components below F,. = 30 kHz. AC is defined as
all frequency components at or above F,. = 30 kHz. These definitions pertain to all voltage and
current specifications.

An example waveform is shown in Figure 4-25. In this waveform the differential voltage (defined as
D+ - D-) is approximately 800 mVPP, and the single-ended voltage for both D+ and D- is
approximately 400 mVPP for each. Note that while the center crossing point for both D+ and D- is
nominally at 200 mV, the corresponding crossover point for the differential voltage is at 0.0 V.
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Figure 4-25: Single-ended and Differential Levels

4.3.3.8. Transmitter Parameters Details

Voltage and time margins for the Transmitter are defined via a voltage vs. time plot, as illustrated
below. The margins are defined as they appear at the test load, located near the Transmittet's pins,
or as they appear after the test setup is de-embedded. Voltage swings are referenced to the zero
crossover point, since doing so allows the specification to guarantee symmetry. A fixed, two-tap de-
emphasis level is stipulated in the specification, where the Transmitter drives to a full swing each
time there is a data transition. Otherwise, the data is driven to a partial swing. De-emphasis is not
implemented for low-power signaling; in this case, the Transmitter drives a half swing output at all
times for all transitions.
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Figure 4-26: Full Swing Signaling Voltage Parameters Showing -6 dB De-emphasis
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Figure 4-27: Low Swing Tx Parameters

Rise and fall times are measured from the 20% to the 80% levels of the differential voltage level.
Note that, for signaling with de-emphasis, the voltage thresholds corresponding to 20% and 80%

vary depending on the voltage level of the previous Ul and differ from those defined for full swing

signaling. Only those transitions crossing the zero-crossing threshold need to meet Ty /Ty limits

defined in Table 4-9. In Figure 4-28, there are three distinct thresholds corresponding to de-
emphasized transitions from high to low, low to high, and full swing transitions in either direction.
Ty and T} must be validated for all four possible cases.
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Figure 4-28: Rise and Fall Time Definitions

A minimum single pulse width T\ puisp 1S defined in order to limit the amount of channel-induced
jitter multiplication. Note that Ty py;sp 1S measured from transition center to the next transition
center, and that the transition centers will not always occur at the differential zero crossing point. In
particular, transitions from a de-emphasized level to a full level will have a center point offset from
the differential zero crossing.
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Figure 4-29: Minimum Pulse Width Definition
4.3.3.9. Transmitter De-emphasis

For full swing signaling only, de-emphasis must be implemented when multiple bits of the same
polarity are output in succession. Subsequent bits are driven at a differential voltage level (-3.5 £ 0.5
dB at 2.5 GT/s and either -3.5 £ 0.5 dB or -6 £ 0.5 dB at 5.0 GT/s) below the first bit. At 5.0
GT/s de-emphasis is selectable as a via configuration register bits. The two de-emphasis values
defined for 5.0 GT/s operation permit optimum equalization for both short, reflection dominated
channels, and long, loss dominated ones. Note that individual bits, and the first bit from a sequence
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in which all bits have the same polarity, must always be driven between the minimum and maximum

values as specified by Vg ppppp 10 Table 4-9.

The de-emphasis level is defined via configuration register bits in Chapter 7 and Section 4.2.

The only exception pertains to transmitting the Beacon (see Section 4.3.5.8).
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Figure 4-30: Full Swing Tx Parameters Showing De-emphasis

Figure 4-31 illustrates the relationship between a raw data record and an average applied on a per
time slice basis. The averaging function generates a single trace from which the de-emphasis ratio
may be obtained. Note that the voltage measurements are referenced to the center of each UI. This
implies that the measurement must implement transmit phase jitter filtering, either as a real-time
capability or as a post processing step, and that the Ul center is obtained only after the above-

mentioned filtering has been applied.
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Figure 4-31: Measuring Full Swing/De-emphasized Voltages From Eye Diagram
The above figure is constructed by first generating a data pattern that comprehends all valid
transitions between full swing and de-emphasized transitions. These include:
O Full swing to full swing of opposite polarity (fs — fs#)
O Full swing to de-emphasized of same polarity (fs — ds)
U De-emphasized to de-emphasized of same polarity (ds — ds)
U De-emphasized to full swing of opposite polarity (ds — fs#)

A second pattern is also generated using the same transitions, but with complementary data. Each
pattern is then averaged over each time slice, and the two averages are overlaid. The resulting
diagram yields two measurements each for V.« pirrppaman A0d Vi pppapipeveane A Transmitter is
defined to meet Viy g pario if all combinations of -20log;,(Vrx peeprreeaman/ Visomreearan) lie
within the min-max value of Vi pp rario defined in the specification.

4.3.3.9.1. Measuring Tx Eye Width in the Presence of De-Emphasis

When a measurement is taken at the Tx pins, de-emphasis induces a jitter artifact that must be
removed in order to obtain a meaningful jitter number. The origin of this inaccuracy lies in the
finite rise/fall time of the Transmitter and the unequal voltage swings between different transitions.
De-emphasis jitter must be accounted for in specifying 5.0 GT/s signaling and may be accounted
for at 2.5 GT/s.
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De-emphasis induced jitter artifacts may be removed by the algorithm listed below. Consisting
solely of scale and shift operations, the algorithm operates exclusively in the voltage domain. Its
effect on a typical Tx signal is illustrated in Figure 4-33. The high amplitude eye represents the jitter
that would be observed without removing de-emphasis artifacts, while the low amplitude eye shows

5 the effect of applying the above algorithm. Other algorithms yielding identical results may also be
used.

Note that the above algorithm yields only a correct eye width. Eye voltage should be obtained from
Tx waveforms as shown in Figure 4-31. The deemp parameter listed below in the algorithm is
obtained empirically from the data record as illustrated in Figure 4-33 and will vary depending on

10 whether a nominal de-emphasis of -3.5 dB or -6 dB is applied.

IF fullswing :
scale = deemp; offset =0.0
ELSEIF previousBit ==1:

scale = M; offset = %
1+ deemp
ELSE :
2-deemp . 1-scale
scale = ; t=—
1+ deemp 4

0.4

0.2

V1x (volts) O

Time (seconds)

A-0555

Figure 4-33: Example of De-emphasis Jitter Removal
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At 5.0 GT/s it is necessary to resolve jitter into Tj and Dj components as defined by Ty py; and
Trx by oo respectively. In addition, another parameter, Ty pursg i required to place a lower limit on
a single pulse width. Measurement of Ty pyp; at 2.5 GT/s and 5.0 GT/s is essentially identical with
the exception that a different filter function is applied at the two bit rates (see Figure 4-21). Ty pp
may be obtained by applying the Dual Dirac jitter estimation technique.

4.3.3.10. Transmitter PLL Bandwidth and Peaking

PLL bandwidth and peaking are defined for both the Transmitter and Receiver in order to place an
upper limit on the amount of Refclk jitter that is propagated to the transmitted data and to the CDR.
Defining PLL BW and peaking limits also guarantees a minimum degtree of Tx/Rx jitter tracking in
those systems utilizing a common Refclk architecture.

Two sets of bandwidth and peaking are defined for 5.0 GT/s: 8-16 MHz with 3 dB of peaking and
5-16 MHz with 1 dB of peaking. This gives the designer the option of trading off between a low
peaking PLL design vs. a low bandwidth design. For 2.5 GT/s, a single PLL bandwidth and peaking
range is specified at 3-22 MHz with 3.0 dB of peaking,.

4.3.3.11. Transmitter Return Loss

The PCI Express Specification defines both common mode and differential return loss for
Transmitters.

Transmitter return loss measurements must be made with the device powered up and in a low
impedance state. Both zero and one states should be tested. The Transmitter’s outputs must be
held at a static value. No DC value is defined, since such measurements would preclude the use of
commonly used test equipment such as VNAs. Furthermore, the difference between Transmitter
impedance measured at 50 MHz and at DC is negligible. Tx biasing must be maintained such that it
establishes the same biasing conditions as would exist for a Tx operating under normal transmit
conditions. Hot s-parameter measurements, taken when the outputs are switching, are also
permissible.
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Figure 4-34: Tx Package Plus Die Return Loss s,
The differential return loss (~RLx ) may be defined as follows for 2.5 GT/s and 5.0 GT/s:
O 2.5 GT/s differential return loss spec mask:
< -10 dB from 50 MHz to 1.25 GHz
O 5.0 GT/s differential return loss spec mask:
< -10 dB from 50 MHz to 1.25 GHz
< -8dB from 1.25 GHz to 2.5 GHz

The common mode return loss (-RLx ) may be defined as follows for 2.5 GT/s and 5.0 GT/s:
O For 2.5 GT/s: < -6 dB from 50 MHz to 1.25 GHz
 For 5.0 GT/s: < -6 dB from 50 MHz to 2.5 GHz

4.3.4. Receiver Specification

For 2.5 GT/s, the parameters defined in Table 4-12 are defined at the Receiver pins. As such, they
do not directly measure a Receiver’s performance. There is instead an implied correlation between

the margins observed at the Receiver’s pins and the BER, but no prescribed methodology for
measuring it.
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At 5.0 GT/s it becomes necessary to define a performance-based methodology for tolerancing a
Receiver. Tolerancing is a two step procedure in which a test apparatus is calibrated to yield the
worst case signal margins defined in Table 4-12 or Table 4-11 into a test load. The margins applied
to a Receiver are dependent on the clocking architecture with which the Receiver will operate.
Therefore two different sets of margining parameters are defined for the common Refclk clock and
data clocked Rx architectures. The Receiver under test then replaces the test load, and its BER is
observed. The following sections describe the Receiver tolerancing procedure in detail.

4.3.4.1. Receilver Pin to Pad Correlation

For 2.5 G'T/s signaling, sufficient accuracy is possible by making i» sitn measurements at a Receivet’s
pins, notwithstanding that such measurements include both incident and reflected signals, and that
the Receiver plus its package is not an ideal termination load.

At 5.0 GT/s a more accurate measurement method is required, and this is achieved by use of a two
step Receiver tolerancing procedure. A signal source driving a standard 2 x 50 Q test load is adjusted
to yield worst case margins as defined in Table 4-10 or Table 4-11. Then the test load is replaced by
the Receiver under test, and its BER is observed.

In developing the Rx specification margins, allowance is made to account for signal degradation
between what is measured at the reference load and what is required at the Receiver device's pads.
It is the shared responsibility of the Receiver silicon and the package designers to comprehend
package-silicon interactions and guarantee that the signal levels appearing at the device's pads will
meet the 10"? BER requirement

4.3.4.2. Receilver Tolerancing at 5.0 GT/s

For 5.0 GT/s, a cleatly delineated methodology for tolerance testing the Receiver is defined to
permit an easily implemented test setup. Figure 4-35 illustrates a functional block diagram of the
Receiver tolerancing setup. The voltage sources on the left side supply signals representing various
jitter sources that a Receiver may see. A compliance data pattern is generated by a pattern generator
which may also furnish a subrate 100 MHz clock. Common mode and differential mode voltage
sources are added to the pattern generator’s output via power splitters. Finally, ISI effects are
generated by a calibration channel, which will be described in detail in a later section.
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Figure 4-35: Setup for Calibrating Receiver Test Circuit into a Reference Load

Two separate tolerancing tables are defined to accommodate the differing jitter limits that occur for
common Refclk Rx and data clocked Rx architectures. A Receiver typically implements only one of
the two clock architectures, and so only needs to be tested against the relevant one.

Implementation and calibration details for the Receiver test setup apparatus are typically equipment
specific and lie outside the scope of this specification. They will, however, be addressed in a
subsequent white paper.

Once the test setup has been calibrated the test load is replaced by the Receiver under test as shown
in Figure 4-36. The test must be run for a sufficient time to permit a statistically meaningful number
of UI to be received so that a BER figure can be obtained.

For Common Clocked Refclk

Low Jitter |_____" Rx Architecture Only
Clock !
1
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|
Clk |
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Figure 4-36: Setup for Testing Receiver
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Table 4-10: 5.0 GT /s Limits for Common Refclk Rx Architecture

Parameter Description Min Max Units Notes
ul Unit interval without including of | 200.06 199.94 | ps Over 10° UI
SSC
TRX-HF-RMS 1.5 - 100 MHz RMS jitter 3.4 ps RMS Spectrally flat
TRX-HF-DJ-DD Max Dj impinging on Rx under 88 ps 2,4
test
TRX-SSC-RES 33 kHz Refclk residual -- 75 ps
TRX-LF-RMS < 1.5 MHz RMS jitter -- 4.2 ps RMS Spectrally flat
T RX-MIN-PULSE Minimum single pulse applied at | 120 ps 2
Rx
Vrx-min-max-raTio | Min/max pulse voltage ratio - 5 2
seen over an time interval of 2
ul.
VRx-EVE Receive eye voltage opening 120 mVPP 1,3
diff
VRX.CM-CH-SRC Common mode noise from Rx - 300 mVPP 2

Notes:

1. Refer to Figure 4-41 for a description of how the Rx eye voltage is defined.

2. Accumulated over 10° UL.

3.  Minimum eye is obtained by first injecting maximum Dj and then adjusting Rj until a minimum eye (defined by
Trx-eve) is reached. Rj is filtered with a BPF having fc..ow and fc.nign of 1.5 MHz and 100 MHz, respectively with
step rolloff at 1.5 MHz and a 20 dB/decade rolloff on the high side. Minimum eye width is defined for a sample
size equivalent to a BER of 107",

4. Different combinations of Trx-.nF-pJs-op @nd Trx-HF-rRus are needed to measure Trx.ts-cc and Trx-pJ-bp-cc..
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Table 4-11: 5.0 GT /s Tolerancing Limits for Data Clocked Rx Architecture

Parameter Description Min Max Units Notes
ul Unit interval without including of | 200.06 199.94 ps Over 10° UI
SSC ppm ppm
TRX-HF-RMS 1.5 — 100 MHz RMS jitter 4.2 ps RMS | Spectrally flat,
Note 2
TRX-HF-DJ-DD Max Dj impinging on Rx under 88 ps 2,4
tolerancing
TRX-LF-SSC-FULL Full 33 kHz SSC - 20 ns 2
TRX-LF-RMS 10 kHz to 1.5 MHz RMS jitter -- 8.0 ps RMS Spectrally flat
T RX-MIN-PULSE Minimum single pulse applied at | 120 ps 2
Rx
V RX-MIN-MAX- Min/max pulse voltage ratio seen | -- 5 2
RATIO over an time interval of 2 Ul.
VRx-EVE Receive eye voltage opening 100 mVPP 1,3
diff
Vkx.cmch-sre | Common mode noise from Rx -- 300 mVPP 2

Notes:

1. Refer to Figure 4-41 for a description of how the Rx eye voltage is defined.

2. Accumulated for 10° UL.

3.  Minimum eye is obtained by first injecting maximum Dj and then adjusting Rj until a minimum eye (defined by
Trx-eve) is reached. Rj is filtered with a BPF having fc.L.ow and fc.nien of 1.5 MHz and 100 MHz, respectively with
step rolloff at 1.5 MHz and a 20 dB/decade rolloff on the high side. Minimum eye width is defined for a sample
size equivalent to a BER of 107",

4. Different combinations of Trx.nF-pJs-op @nd Trx-HF-rRus are needed to measure Trx.ts-oc and Trx-pJ-op-oc.

4.3.4.3.

Calibration Channel Characteristics

A calibration channel provides an easily implemented means of generating data with a substantial
variation in Ul to Ul voltage swing. Such a variation is important to stress a Receiver and is
comprehended via the Vi yinoaxratio parameter in Table 4-10 and Table 4-11. The use of a
calibration channel permits this parameter to be stressed without requiring that the pattern generator

implement de-emphasis or other UI to UI voltage variation.

The calibration channel is characterized in terms of its transient response and return loss. Analysis

has shown that, for a binary, non-equalized input, a channel requires a length of approximately

28 inches when fabricated on conventional FR4 PCB material. The time domain characteristics of
the calibration channel may be verified by driving it with a non-equalized signal consisting of worst
case 8b/10b pattern and observing a Ty ymepurse Of approximately 150 ps when no differential Dj

voltage is applied.

263



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

Differential Pulse <
Generator
re =2x50Q ; 50 @
—n 1
< ) Calibration Channel
.
; 50 Q

A-0559

Figure 4-37: Calibration Channel Validation

Figure 4-38 illustrates signals as seen at the driver and Receiver. Note that the Tx data is non-
equalized.
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Figure 4-38: Calibration Channel Showing T\ purse

In addition to its forward transient domain characteristics, the calibration channel must also be
defined in terms of its impedance. This measurement may be made as a single-ended Port
measurement with the far end of the channel terminated to ground. Note that the calibration
channel may be fabricated as two widely spaced traces yielding single-ended impedance that is 0.5x
the differential impedance. Such a topology eliminates the need for performing both single-ended
and differential return loss measurements.
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Figure 4-39: Calibration Channel |s;,| Plot with Tolerance Limits
4.3.4.4. Receiver Specifications

The following table defines the parameters for 2.5 and 5.0 GT/s Receivers.

Table 4-12: 2.5 and 5.0 GT /s Receiver Specifications

Symbol Parameter 2.5GT/s 5.0 GT/s Units | Comments
ul Unit Interval 399.88 199.94 ps Ul does not account for SSC
(min) (min) caused variations.
400.12 200.06
(max) (max)
VRX-DIFF-PP-CC Differential Rx 0.175 (min) | 0.120 (min) | V See Section 4.3.7.2.2.
peak-peak voltage | 1.2 (max) 1.2 (max)
for common
Refclk Rx
architecture
VRX-DIFF-PP-DC Differential Rx 0.175 (min) | 0.100 (min) | V See Section 4.3.7.2.2.
peak-peak voltage | 1.2 (max) 1.2 (max)

for data clocked
Rx architecture

Trx-EYE Receiver eye time | 0.40 (min) N/A ul Minimum eye time at Rx pins to
opening yield a 10"“ BER. See Note 1.
TrRx-TJ-CC Max Rx inherent N/A 0.40 (max) ul Max Rx inherent total timing error
timing error for common Refclk Rx
architecture. See Note 2.
TRx-TJ-DC Max Rx inherent N/A 0.34 (max) ul Max Rx inherent total timing error
timing error for data clocked Rx architecture.
See Note 2.
TRx-DJ-DD-CC Max Rx inherent N/A 0.30 (max) ul Max Rx inherent deterministic
deterministic timing error for common Refclk Rx
timing error architecture. See Note 2.
TRx-DJ-DD-DC Max Rx inherent N/A 0.24 (max) | Ul Max Rx inherent deterministic
deterministic timing error for data clocked Rx
timing error architecture. See Note 2.
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Symbol Parameter 2.5GT/s 5.0 GT/s Units | Comments
Trx-EYE-MEDIAN-o- | Max time delta 0.3 (max) Not ul Only specified for 2.5 GT/s.
MAX-JITTER between median specified
and deviation
from median
TRX-MIN-PULSE Minimum width Not 0.6 (min) ul Measured to account for worst Tj
pulse at Rx specified at 10™'? BER. See Figure 4-29.
VRx-MAX-MIN-RATIO | Min/max pulse Not 5 (max) - Rx eye must simultaneously meet
voltage on specified Vrx_eve limits.
consecutive Ul
BWRx-pLL-HI Maximum Rx PLL | 22 (max) 16 (max) MHz Second order PLL jitter transfer
bandwidth bounding function . See Note 3.
BWgrx-pLL-L0-3p8 | Minimum Rx PLL 1.5 (min) 8 (min) MHz Second order PLL jitter transfer
BW for 3 dB bounding function. See Note 3.
peaking
BWrx-pLL-Lo-1pB | Minimum Rx PLL Not 5 (min) MHz Second order PLL jitter transfer
BW for 1 dB specified bounding function. See Note 3.
peaking
PKGRrx-pLL1 Rx PLL peaking Not 3.0 dB Second order PLL jitter transfer
with 8 MHz min specified bounding function . See Note 3.
BW
PKGRrx-pLL2 Rx PLL peaking Not 1.0 dB Second order PLL jitter transfer
with 5 MHz min specified bounding function. See Note 3.
BW
RLRx-DIFF Rx package plus 10 (min) 10 (min) for | dB See Figure 4-39 and Note 4.
Si differential 0.05 -
return loss 1.25 GHz
8 (min) for
1.25 -
2.5 GHz
RLrx-cm Common mode 6 (min) 6 (min) dB See Figure 4-39 and Note 4.
Rx return loss
ZRrx-DC Receiver DC 40 (min) 40 (min) Q DC impedance limits are needed
common mode 60 (max) 60 (max) to guarantee Receiver detect. See
impedance Note 5.
ZRX-DIFF-DC DC differential 80 (min) Not Q For 5.0 GT/s covered under
impedance 120 (max) specified RLrx-piFF parameter. See Note 5.
VRX-CM-AC-P Rx AC common 150 (max) 150 (max) mVP Measured at Rx pins into a pair of

mode voltage

50 Q terminations into ground.
See Note 6.
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Symbol Parameter 2.5GT/s 5.0 GT/s Units | Comments
ZRX-HIGH-IMP-DC- DC Input CM 50 k (min) 50 k (min) Q Rx DC CM impedance with the Rx
POS Input Impedance terminations not powered,
for V>0 during measured over the range 0 - 200
Reset or power mV with respect to ground. See
down Note 7.
ZRX-HIGH-IMP-DC- DC Input CM 1.0 k (min) 1.0 k (min) Q Rx DC CM impedance with the Rx
NEG Input Impedance terminations not powered,
for V<0 during measured over the range -150 - 0
Reset or power mV with respect to ground. See
down Note 7.
VRX-IDLE-DET- Electrical Idle 65 (min) 65 (min) mV VRX-IDLE-DET—DIFFp»p = 2*|VRx.D+ - VRrx.
DIFFp-p Detect Threshold 175 (max) 175 (max) p-|. Measured at the package pins
of the Receiver. See
Section 4.2.4.3
Trx-DLE-DET-DIFF- | Unexpected 10 (max) 10 (max) ms An unexpected Electrical Idle (Vrx-
ENTERTIME Electrical Idle DIFFp-p < VRX'|DLE'DET'D|FFP'P) must be
Enter Detect recognized no longer than Trx-ipLE-
Threshold DET-DIFF-ENTERTIME tO signal an
Integration Time unexpected idle condition.
LRrx-skew Lane to Lane 20 (max) 8 (max) ns Across all Lanes on a Port. This
skew includes variation in the length of a
SKP Ordered Set at the Rx as well
as any delay differences arising
from the interconnect itself. See
Note 8.
Notes:

1.

Receiver eye margins are defined into a 2 x 50 Q reference load. A Receiver is characterized by driving it with a

signal whose characteristics are defined by the parameters specified in Table 4-10 and Table 4-11.

measured during Receiver tolerancing.

The four inherent timing error parameters are defined for the convenience of Rx designers, and they are

Two combinations of PLL BW and peaking are specified at 5.0 GT/s to permit designers to make tradeoffs

between the two parameters. If the PLL's min BW is 28 MHz, then up to 3.0 dB of peaking is permitted. If the
PLL's min BW is relaxed to 25.0 MHz, then a tighter peaking value of 1.0 dB must be met. Note: a PLL BW

extends from zero up to the value(s) defined as the min or max in the above table. For 2.5 GT/s a single PLL
bandwidth and peaking value of 1.5-22 MHz and 3.0 dB are defined.

Measurements must be made for both common mode and differential return loss. In both cases the DUT must be

powered up and DC isolated, and its D+/D- inputs must be in the low-Z state.

The Rx DC Common Mode Impedance must be present when the Receiver terminations are first enabled to

ensure that the Receiver Detect occurs properly. Compensation of this impedance can start immediately and the
Rx Common Mode Impedance (constrained by RLrx.cm to 50 Q +20%) must be within the specified range by the
time Detect is entered.

Common mode peak voltage is defined by the expression: max{|(Vd+ - Vd-) - V_cmoc|}-

Zrx-HicH-IMP-De-NEG and Zrx-HicH-IMP-De-Pos are defined respectively for negative and positive voltages at the input of

the Receiver. Transmitter designers need to comprehend the large difference between >0 and <0 Rx
impedances when designing Receiver detect circuits.

skips on different Lanes.

The Lrx-skew parameter exists to handle repeaters that regenerate Refclk and introduce differing numbers of
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4.3.4.5. Receiver Return Loss

The Receiver’s return loss parameters are essentially identical with those defined for the Transmitter,
but are reproduced here for convenience of the reader. Both a common mode (CM) and a
differential (DIFF) return loss are defined.

The differential return loss (—RLyy ) may be defined as follows for 2.5 GT/s and 5.0 GT/s:
O 2.5 GT/s differential return loss spec mask:

< -10dB from 50 MHz to 1.25 GHz
O 5.0 GT/s differential return loss spec mask:

< -10 dB from 50 MHz to 1.25 GHz

< -8 dB from 1.25 GHz to 2.5 GHz

The common mode return loss (—RLgy ) may be defined as follows for 2.5 GT/s and 5.0 GT/s:
O For 2.5 GT/s: < -6 dB from 50 MHz to 1.25 GHz
Q For 5.0 GT/s: < -6 dB from 50 MHz to 2.5 GHz.

As with the Transmitter return loss diagrams, the 120 Q and 80 Q plots represent the differential
DC resistance to which is added 1.0 pF to ground on both D+ and D-, and are shown for
informative purposes only.

268



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

ZRX +ZO ZO =100 Q (SDD11)
RLpR, = 20I0 _
X 910\ | Zox— 2o Zo=50Q (Si)
50 MHz 1.25 GHz 2.5 GHz

0 !

i I
) !

i I
4 i
6 %7
8 N 'RLRX—CM (811)

. 120 Q A;/

Return Loss (dB) -10

-RLrx-DIFF (SDD1 1) I 80 Q
|

B s e e T s e EE £

LA A I S (R ENSR I W' NN |\ S R I

-12 /i//
-14 :
7 |
-16 ;
T |
-18 !
H '
'20 :I T T T I T T T T | T I:I T I T T T T | T T T T T T T T
0.0 0.5 1.0 1.5 2.0 2.5 3.0

Frequency (GHz)

Note: The 80 Q and 120 Q traces are for informational purposes only and do not reflect any requirements.
A-0576

Figure 4-40: Receiver Return Loss Mask for 5.0 GT /s

4.3.4.6. Receiver Compliance Eye Diagram

Voltage and time margins for the Receiver are defined via an eye diagram, as illustrated in

Figure 4-41. The margins are defined as they must appear at the test load at the far end of the
channel. Note: The center of the eye is determined by the same phase jitter filter function used by
the Transmitter.
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Figure 4-41: Receiver Eye Margins

4.3.4.7. Receiver Dynamic Voltage Range

This section applies to 5.0 GT/ s only.

Receiver dynamic range is defined by two parameters: Vg pyp a0d Vg vaxwmvrarior The Vispys
parameter defines the range over which any Receiver must operate at any time, and in any system.
This parameter's lower and upper limits are typically constrained by Rx sensitivity and Receiver's
ESD and bias limitations, respectively. The second parameter, Viy vaxamnratios defines the voltage
range ratio over which a particular Receiver must operate for consecutive Ul Figure 4-42 shows a
typical voltage plot into a reference load that yields a near worst case Viy yaxminratior VSwINGMax 1S
defined in relation to Vg Over an interval of 2.0 U, as illustrated below. Typically, the right
hand side of the 2 Ul interval is placed on the peak of the waveform corresponding to Vg amn:
The 2 Ul separation guarantees that Vgyygaax A 2 Ul interval guarantees that Vggngaax 15
measured on the flat portion of its curve and accounts for worst case jitter and dispersive channel
effects.

270



PCI EXPRESS BASE SPECIFICATION, REV. 2.0

VRX-MIN-MAX-RATIO= VSWING-MAXY SWING-MIN

Differential

Zero Crossing

0.3
0.2 - — 2Ul ~— -
0.1 | /Yo / \
S

-0.1 _ VswiNG-MAX \v/ \
e
-0.3_|||||||||||||||||||||||||||

14

15

16

17

A-0563

Figure 4-42: Signal at Receiver Reference Load Showing Min/Max Swing

4.3.4.8.

This section applies to 5.0 GT/ s only.

Exit From Idle Detect (EFI)

It is difficult to scale the capabilities of the EFI detect circuits with data rate, and for that reason the
5.0 GT/s specification defines different data patterns in the FTS and the TS1 and TS2 Ordered Sets

than are defined for 2.5 GT/s operation. In particular, repeated K28.7 patterns are defined to

guarantee sufficient voltage and time requirements, as illustrated in the figure below. Concatenated
EIE Symbols yield alternating one/zero tun lengths of five UT each.
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Figure 4-43: Exit from Idle Voltage and Time Margins

4.3.4.9. Receilver Loopback

Receivers, whether operating at 2.5 GT/s or 5.0 GT/s, must implement a loopback etror count
when placed in the appropriate test mode. In this mode Receivers must verify that the incoming
data is free of errors, and if not, an error count is incremented and returned via the corresponding
Receiver Port. This mechanism permits an easy monitoring of the cumulative error count by
observing the returned data stream and decoding the appropriate fields.

Details of the error check and loopback circuits are implementation dependent are not covered in
this specification. However, the basic requirements are listed below:

O The error check circuit must increment the error count by one and only one for each error
detected.

O In order to guarantee no degradation in signal integrity, the returned error count must obey the
run length and ones/zeroes disparity requited of 8b/10b coding.

U

Error check/return must be implemented on a pet-Lane basis.

U

Error codes are defined in Section 4.2.
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4.3.5. Transmitter and Receiver DC Specifications

The parameters defined in this section ate relevant to both 2.5 GT/s and 5.0 GT/s designs.

4.3.5.1. Channel AC Coupling Capacitors

Each Lane of a PCI Express Link must be AC coupled. The minimum and maximum values for the
capacitance is given in Table 4-9. Capacitors must be placed on the Transmitter side of an interface
that permits adapters to be plugged and unplugged. In a topology where everything is located on a
single substrate, the capacitors may be located anywhere along the channel. External capacitors are
assumed because the values required are too large to feasibly construct on-chip.

4.3.5.2. ESD Protection

All signal and power pins must withstand 2000 V of ESD using the human body model and 500 V
using the charged device model without damage. Class 2 per JEDEC JESE22-A114-A. This ESD
protection mechanism also helps protect the powered down Receiver from potential common mode
transients during certain possible reset or surprise insertion situations.

4.3.5.3. Short Circuit Requirements

All Transmitters and Receivers must support surprise hot insertion/removal without damage to the
component. The Transmitter and Receiver must be capable of withstanding sustained short circuit
to ground of D+ and D-.

4.3.5.4. Transmitter and Receiver Termination
O The Transmitter is required to meet RL;y e and RL ¢ (see Table 4-9 and Figure 4-23) any
time functional differential signals are being transmitted.

O The Transmitter is required only to meet Ly gyorr (see Table 4-9) any time functional differential
signals are not being transmitted.

U

Note: The differential impedance during this same time is not defined.

U The Receiver is required to meet RLgy pp a0d RLgy oy (see Table 4-12) during all L'TSSM states
excluding only times during when the device is powered down, Fundamental Reset is asserted,
or when explicitly specified.

O The Receiver is required to meet Zyy rgimenenes 204 Zx g ne.ros (See Table 4-12) any
time adequate power is not provided to the Receiver, Fundamental Reset is asserted, or when
explicitly specified.
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4.3.5.5. Electrical Idle

Electrical Idle is a steady state condition where the Transmitter D+ and D- voltages are held

constant at the same value. Electrical Idle is primarily used in power saving and inactive states (i.e.,
Disable).

Before a Transmitter enters Electrical Idle, is must always send the required number of EIOSs
defined in Section 4.2.4.1 except for the LTSSM substates explicitly exempted from being a
requirement. After sending the last Symbol of the last of the required number of EIOSs, the
Transmitter must be in a valid Electrical Idle state within the time as specified by T b1 sprropLe
in Table 4-9.

The successful reception of an EIOS (see Section 4.2.4.1) occurs upon the receipt of two out of the
three K28.3 (IDL) Symbols in the transmitted EIOS, irrespective of the current Link speed. It must
be noted that in substates (e.g., Loopback.Active for a loopback slave) where multiple consecutive
EIOSs are expected, the Receiver must receive the appropriate number of EIOS sequences
comprising of COM, IDL, IDL, IDL.

The low impedance common mode and differential Receiver terminations values (see Table 4-9 and
Table 4-12) must be met in Electrical Idle. The Transmitter can be in either a low or high
impedance mode during Electrical Idle.

Any time a Transmitter enters Electrical Idle it must remain in Electrical Idle for a minimum of
Trxmiean The Receiver should expect the last EIOS followed by a minimum amount of time in
Electrical Idle (Try o) to arm its Electrical Idle Exit detector.

When the Transmitter transitions from Electrical Idle to a valid differential signal level it must meet
the output return loss specifications described in Figure 4-34 and transition from zero differential to
full differential voltage consistent with the requirements of the Transmitter output characteristics
shown in Figure 4-29 or Figure 4-27 after the allotted debounce time of Ty 1p 5 ro.pirrpaTa (SEE

Table 4-9).

Electrical Idle Exit shall not occur if a signal smaller than Viy iy prr pierp, Minimum is detected at a
Recetver. Electric.al Idle Exit §hall occur if a signal larger than VW:IDLED.FAT,DH;FP,p maximum.is
detected at a Receiver. Electrical Idle may be detected on the received signal regardless of its
frequency components, or it may be detected only when the received signal is switching at a
frequency of 125 MHz or higher.

4.3.5.6. DC Common Mode Voltage

The Receiver DC common mode voltage is nominally 0 V during all states.

The Transmitter DC common mode voltage is held at the same value during all states unless
otherwise specified. The range of allowed Transmitter DC common mode values is specified in

Table 4-9 (V.x pecw)-
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4.3.5.7. Receiver Detection

The Receiver Detection circuit is implemented as part of a Transmitter and must correctly detect
whether a load impedance equivalent to a DC impedance implied by the Zyy 1, parameter (40 Q-

60 Q) or lower is present. Note: Support for Rx detect is the reason why Receivers must spec their
impedance at DC, while Transmitters need not.

The recommended behavior of the Receiver Detection sequence is described below:
Step 1. A Transmitter must start at a stable voltage prior to the detect common mode shift.

Step 2. A Transmitter changes the common mode voltage on D+ and D- consistent with meeting
the Vi revpereer parameter and consistent with detection of Receiver high impedance
which is bounded by parameters Zpy pine-neross Zrxrcrap-nenes and Note 7 in

Table 4-12.
Step 3. A Receiver is detected based on the rate that the lines change to the new voltage.

a. The Receiver is not present if the voltage at the Transmitter charges at a rate dictated
only by the Transmitter impedance and the capacitance of the interconnect and series
capacitor.

b. The Receiver is present if the voltage at the Transmitter charges at a rate dictated by
the Transmitter impedance, the series capacitor, the interconnect capacitance, and the
Recetver termination.

Any time Electrical Idle is exited the detect sequence does not have to execute or may be aborted on
that Lane.

4.3.5.7.1. Differential Receiver Detect

If an implementation chooses to transition from detect to polling based on Electrical Idle being
broken prior to performing a Receiver detect sequence, an unreliable Link could be formed; due to
the possibility that there may not be a low impedance termination resistor on both Rx differential
conductors, which make up the differential pair.

If the Receiver detection circuit performs the detect sequence on each conductor of the differential
pair (both D+ and D-) and detects a load impedance greater than Zgy ¢ on either conductor, the
Receiver detection circuit shall interpret this as no termination load present and respond as if neither
load were present.

In this revision of this specification, it is not required that the detect sequence be performed on both
conductors of a differential pair. Future revisions of this specification may require the successful

detection of a low impedance termination resistor on both differential pairs prior to transitioning to
Polling.
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4.3.5.8. Beacon

Support for Beacon is required for all PCI Express components that support a wakeup mechanism
in order to function in form factors that require the use of Beacon. However, not all systems and
form factor specifications require the use of Beacon, and for components that are restricted to use
in such environments it is not necessary to support Beacon.

Note: Devices operating at 5.0 GT/s speed do not need to support Beacon.
This section applies to all components that support Beacon.
The Beacon is a signal sent by a Downstream component to start the exit from an L2 state.

All Transmitter electrical specifications (Table 4-9) must be met while sending a Beacon with the
following exceptions and clarifications.

O The Beacon is a DC balanced signal of petiodic arbitrary data, which is required to contain some
pulse widths >= 2 ns but no larger than 16 us.

U The maximum time between qualifying pulses (2 ns <= x <= 16 ps) can be no longer than
16 ps.

DC balance must be always be restored within a maximum time of 32 ps.
Beacon is transmitted in a low impedance mode.

All Beacons must be transmitted and received on at least Lane 0 of multi-Lane Links.37

(I I Wy

The output Beacon voltage level must be at a -6 dB de-emphasis level for Beacon pulses with a
width greater than 500 ns.

U

The output Beacon voltage level can range between a specified voltage level (see Viy ppp,, in
Table 4-9) and a corresponding -3.5 dB de-emphasized voltage levels for Beacon pulses smaller
than 500 ns.

U The Lane-to-Lane Output Skew (see Table 4-9) and SKP Ordered Set output (see Section 4.2.7)
specifications do not apply.

O When any Bridge and/or Switch receives a Beacon at a Downstream Port, that component must
propagate a Beacon wakeup indication Upstream. This wakeup indication must use the
appropriate wakeup mechanism required by the system or form factor associated with the
Upstream Port of the Switch (see Section 5.3.3.2).

For the case described above of Beacon pulses with a width greater than 500 ns, the minimum
Beacon amplitude is -6 dB down from the minimum differential peak to peak output voltage
(Vixpierpp)-  The maximum Beacon amplitude for this case is -6 dB down from the maximum peak

to peak output voltage (Vix pirrpp)-

37 Lane 0 as defined after Link width and Lane reversal negotiations are complete.
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4.3.5.8.1. Beacon Example

An example Receiver waveform driven at the -6 dB level for a 30 kHz Beacon is shown in

Figure 4-44. An example Receiver waveform using the COM Symbol at full speed signaling is
shown in Figure 4-45. It should be noted that other waveforms and signaling are possible other
than the examples shown in Figure 4-44 and Figure 4-45 (i.e., Polling is another valid Beacon signal).

Sample Data Pattern
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Figure 4-44: A 30 kHz Beacon Signaling Through a 75 nF Capacitor

Sample Data Pattern

0.2500
0.2000
0.1500
0.1000
0.0500
0.0000 —D+
-0.0500 — —b-
-0.1000
-0.1500
-0.2000
-0.2500

I

P

_____________

=
m——

Volts

’
T
1
1
\ AV}

2
a

0 1 2 3 4 5 6 7 8

Time (ns)

OM14314A

Figure 4-45: Beacon, Which Includes a 2-ns Pulse Through a 75 nF Capacitor
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4.3.6. Channel Specifications

4.3.6.1. Channel Characteristics at 2.5 GT/s

Channel loss (attenuation of the differential voltage swing) in this system is a critical parameter that
must be properly considered and managed in order to ensure proper system functionality. Channel
loss is specified in terms of the amount of attenuation or loss that can be tolerated between the
Transmitter and Receiver. The Tx is responsible for producing the specified differential eye height
at the pins of its package. Together, the Tx, the Refclk, and the interconnect are responsible for
producing the specified differential eye height and width at the Rx pins (see Figure 4-41).

An approximate way to understand the worst-case operational loss budget at 1.25 GHz is calculated
by taking the minimum output voltage (Vix pipr,, = 800 mV) divided by the minimum input voltage
to the Receiver (Vix piprp, = 175 mV), which results in a maximum loss of 13.2 dB. The
approximate way to understand the worst-case operational loss budget at 625 MHz is calculated by
taking the minimum de-emphasized output voltage (Vix pyprp, = 505 mV) divided by the minimum
input voltage to the Receiver (Vyy pippp, = 175 mV), which results in a maximum loss of 9.2 dB.
Although loss vs. frequency is useful in understanding how to design an effective interconnect, the
timing and voltage margin measured in the Tx and Rx eye diagrams end up being the ultimate
constraints of insertion loss.

4.3.6.2. Channel Characteristics at 5.0 GT/s

At 5.0 GT/s a more accurate method of comprehending the effects of channel loss is required in
order to avoid excessive guardbanding. The method described here imports the channel’s s-
parameters into a simulation environment that includes worst case models for Transmitters and data
patterns. The resulting time domain simulation yields eye diagrams from which voltage and timing
margins may be obtained and compared against those defined for the Receiver. Note: The
methodology described in Sections 4.3.6.2 through 4.3.6.2.7 must be applied to 5.0 GT/s designs,
and may be applied to 2.5 GT/s designs.

A channel's characteristics are completely defined by its s-parameters, in particular: insertion loss,
return loss, and aggressor-victim coupling. It can been demonstrated that these parameters are
sufficient to completely quantize all channel-induced phenomena affecting eye margins including:
I/O-channel impedance mismatch, insertion loss, jitter amplification, impedance discontinuities, and
crosstalk. Long channels tend to be dominated by insertion loss and crosstalk, while short channels
tend to dominated by impedance discontinuities. Since both types of channels are possible in PCI
Express implementations, it is necessary provide a means of characterizing the channel that
comprehends all possible channel characteristics.

It is not, in general, possible to establish a straightforward correlation, easily expressed in graphical
terms, between channel s-parameters and eye margins for all types of channels. For example
plotting |s,, | vs. frequency does not give useful correlations to eye margins for all possible channels.
Instead it is necessaty to convolve the channel's s-parameters with a worst case Transmitter
behavioral model and a worst case data pattern. The resulting time domain results, represented via
an eye diagram, can then be compared against the Vyy vy and Tyy py parameters defined in the
Receiver specification. The following sections detail this procedure.
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4.3.6.2.1. Procedure for Channel Measurement and Margin Extraction

A channel may be characterized to specification by means of the following procedure.

1. s-parameters for the channel under test are measured. These include insertion loss, return loss,
and (if applicable) crosstalk.

2. The s-parameters are imported into a simulation environment along with a reference load and a
behavioral Transmitter model.

3. Worst case Transmitter corners and data patterns are driven through the channel model into a
reference load. Then the resulting eye margins are post processed to account for Refclk and
Transmitter jitter effects that were not included in the simulation.

4. The resulting eye margins are compared to Tyy pyp and Vg gy in Table 4-12 to determine if the
channel is within specification.

The following sections detail the four steps listed above.

4.3.6.2.2. Acquiring the Channel's s-parameters

Channel s-parameter data should be taken over the entirety of the 5.0 GT/s PCI Express signaling
spectral range which extends from approximately 250 MHz to 20 GHz or greater. Both near and
far end return loss as well as forward and reverse insertion loss should be measured, since most
simulation tools require a complete s-parameter representation.

4.3.6.2.3. Defining the Simulation Environment

An end-to-end simulation environment, as shown in Figure 4-40, is necessary to generate eye
margins. The model consists of the following components: behavioral Tx model, channel s-
parameters, reference load, and data pattern(s). For a topology with minimal crosstalk, a single-Lane
model will suffice. Otherwise the model needs to include aggressor and victim components.
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Figure 4-46: Simulation Environment for Characterizing Channel

4.3.6.2.4. Defining Worst Case Data Patterns and Tx Corners

The behavioral Tx model must support adjustable parameters corresponding to those listed in

Table 4-13. Stressing the channel to yield worst case margins at the far end requires that a
combination of worst case Tx parameters and data patterns be simulated. In most cases a parameter
may be set to its worst case corner by inspection. For example, Vg ppppp Will yield the worst case
eye margins when set to a minimum. However, some parameters will need to be simulated over
their min to max range in order to guarantee worst case voltage/time margins for a particular
channel.

Figure 4-46 shows all transmitting Lanes routed in a non-interleaved fashion, and this topology is
recommended, because intetleaved routing yields unacceptably high levels of near-end crosstalk for
the routing guidelines typically encountered in PC-type platforms. By non-interleaved it is meant
that all Tx Lanes are routed as a group. Interleaved indicates that Tx and Rx Lanes are routed in an
alternating fashion.

In addition to the above mentioned Rx parameters, channel simulation must generate data patterns
yielding worst case matgins while conforming to 8b/10b coding tules. Two approaches may be
used: a fixed pattern or a channel specific pattern. The former approach is simpler, but may not
yield as much pattern dependent margin degradation as the latter.

Operation at 5.0 GT/s supports Selectable De-emphasis, where the value of -3.5 or -6 dB is selected
upon power-up. For a given channel, it is assumed that the developer would know a priori what de-
emphasis value is optimum, and that value would be included in the simulation.
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Table 4-13: Worst Case Tx Corners for Channel Simulation

Symbol Parameter Min Max Units Notes

V1x-DIFF-PP Differential p-p 800 mV Only minimum value needed in
Tx voltage swing simulations.

V TX-DIFF-PP-LOW Low power 400 mV Only minimum value needed in
differential p-p Tx simulations. See Section 4.3.6.2.6.
voltage swing

V1x.DE-RATIO-6DB Tx de-emphasis 55 6.5 dB Both minimum/maximum range
level needs to be simulated. See

Note 1.

V1xpE-RATIO35DB | TX de-emphasis 3.0 4.0 dB Both minimum/maximum range

level needs to be simulated. See
Note 1.

TMIN-PULSE Instantaneous 0.9 Ul Single pulses of both polarity need
pulse width to be compressed to minimum

value.

TTx-RISE-FALL Transmitter rise 0.15 Ul Some channels are sensitive to
and fall time minimum value. Maximum value

defined by TTxEYE.

TRE-MISMATCH Tx rise/fall 0.1 Ul Only maximum value needed in
mismatch simulations.

RLtx.pirr Tx package plus See See Note 2.

Si differential Figure
return loss 4-43.

RLyx.cm Tx package plus 6 dB Same as defined in Tx
Si common specification.
mode return loss

T cH-TX-DJ-SIM Maximum jitter 78.1 ps Assumes Tx is simulated with max
for channel of 0.1 Ul DCD with no other Tx
driven by Tx with jitter components. See
0.1 UIDCD Figure 4-47A.

Teve-sLEw-cc Amount by which +28.9 ps Resulting eye voltage margin must
eye is slewed to meet Vrx.pire-pp-cc in Table 4-12.
obtain voltage
margin for
common Refclk
architecture

Teve-sLew-bc Amount by which 134.7 | ps Resulting eye voltage margin must

eye is slewed to
obtain voltage
margin for data
clocked Rx
architecture

meet VRX-DIFF-PP-DC in Table 4-12.

Notes:

1. Two Tx de-emphasis ratios are defined to account for selectable Tx de-emphasis based on channel
characteristics. Usually the de-emphasis ratio is preset based on a priori knowledge of which value is optimum
for the channel the Tx is driving, and that de-emphasis ratio is used to simulate the channel's characteristics.
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2. Typically a package is modeled as a combination of the Tx Si and the package interconnect, where the Si may
be defined as a voltage or current source with a particular impedance driving a parasitic capacitance. The
package interconnect may be modeled as t-line elements. The combination of the above elements is then
adjusted to yield one or more worst case impedance profiles that fit under the Tx return loss curves. Note that
more than one package/Si model may be needed since it is not generally possible to synthesize a package/Si
model that replicates the entire Tx return loss profile.

4.3.6.2.5. Accounting for Jitter When Characterizing the Channel

It is most convenient to simulate the channel without introducing low frequency jitter components
in either the Refclk or the Transmitter. These jitter components have been shown to propagate
through the channel on a ps for ps basis. Pulse width compression, acting on single pulses sourced
by the Transmitter, does need to be included in the simulation, since it interacts with the channel
and produces so called jitter amplification. While they need not be included in the actual simulation,
low frequency jitter components must be accounted for in the overall jitter budgeting process. This
will require that we deduct the worst case low frequency jitter components from the Refclk and the
Transmitter from the simulated eye margins, before comparing against the Receiver eye parameters.

As mentioned above, the timing and voltage margins obtained when simulating the channel model
need only include high frequency Tx jitter responsible for compressing a pulse to a minimum width.
However, suitable post processing must be applied before we can compare the results against the Rx
jitter parameters:

1. Include the impact of non-simulated jitter > 1.5 MHz, but excluding DCD.
2. Determine the center of the eye in order to measure voltage and time margins.

Figure 4-47A illustrates the effect of simulating a channel with only DCD phase jitter included. The
second step consists of replicating the effect that the non-simulated jitter components would have
on the eye, and this may be achieved by slewing the eye in the x-direction by an amount equal to 2
the Dj and Rj components that were not simulated. Note that since common Refclk Rx and data
clocked Rx architectures specify different amounts of jitter, so the amount by which the simulated
eye is slewed will differ. Once the composite eye has been generated the next step is to determine
the eye center and obtain the eye voltage and time opening margins. Determining the eye center
may be achieved by using the filter function applied to the Receiver. Then the margins may be
compared against the Tryrycc, Trxeryne20d Vi pierppces Vexpieepe-ne, a8 appropriate for the
common Refclk and the data clocked Rx architectures.

When simulating Tx jitter, we have assumed that the maximum amount of DCD (0.1 UI) is being
applied. The difference between the maximum Ty i pypp (0.15 UI) and the above 0.1 Ul
represents the amount of additional Tx Djdd that is not simulated, or 10 ps. Similarly, Rj terms
from the Tx and the Refclk must be comprehended by RSSing together the maximum Tx Rj

(1.4 ps RMS) and the maximum Refclk Rj (3.1 ps RMS for the common clocked Refclk Rx
architecture and 4.0 ps RMS for the data clocked Rx architecture). The resulting terms
(Txonsnrrrerry) define the amount by which the simulated eye must be slewed: + 28.9 ps for the
common clocked Refclk Rx architecture and £ 34.7 ps for the data clocked Rx architecture.
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A: Diagram illustrating channel jitter margin
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B: Diagram illustrating eye slewing
to obtain channel voltage margin
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Figure 4-47: Extracting Eye Margins from Channel Simulation Results
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4.3.6.2.6. Specifying the Channel for the Low Voltage Swing Option

Certain PCI Express applications that are power sensitive, such as mobile, may be implemented
using low swing Transmitter option. This involves the use of a half swing transmit signal with no
de-emphasis. The procedure for specifying a channel for the low swing Transmitter is identical to
that used for the full swing Transmitter, with the exception that the worst case behavioral Tx
characteristics must reflect the reduced swing and lack of de-emphasis.

4.3.6.2.7. Multi-Segment Channels

Multi-segment channels may be specified in a manner similar to that applied to single segment
channels in the preceding sections. Different platform topologies will need specific partition
budgets, depending on the ratio of channel lengths, number and type of discontinuities, and other
factors. Due to the large number of possible system partitioning and interoperability options for
multi-segment channels, they will not be covered in this specification. Instead, details may be found
in the PCI Express Card Electromechanical Specification and other future form factor specifications.

Connector —

4P

Rx

Iﬁ Pkg :: Segment #1 ::|::|:: Segment #2 :: Pkg

Source Adapter Target Adapter

A-0567

Figure 4-48: Multi-segment Channel Example

4.3.6.3. Upper Limit on Channel Capacitance

The interconnect total capacitance to ground seen by the Receiver Detection circuit must not exceed
3 nF to ground, including capacitance added by attached test instrumentation. This limit is needed
to guarantee proper operation during Receiver detect. Note that this capacitance is separate and
distinct from the AC coupling capacitance value (see Table 4-9).
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4.3.7. Reference Clock Specifications

This section refers to 5.0 GT/s only. Specifications for the Refclk in 2.5 GT/s systems appears in
the PCI Express Card Electromechanical Specification, Rev. 2.0. Additionally, the analysis of Refclk jitter
and the statistical methodology derived to characterize Refclk phase jitter are covered in detail in the
JWG white paper.

PCI Express Base Specification, Rev. 1.7 did not include Refclk parameters; instead, parameters for
Refclk were defined in PCI Express Card Electromechanical Specification, Rev. 1.1. While developing the
5.0 GT/s specification, it became obvious that it made sense to include the Refclk as part of the
electrical specification, and so it is included in this specification.

4.3.7.1. Spread Spectrum Clock (SSC) Sources

The data rate may be modulated from +0% to -0.5% of the nominal data rate frequency, at a
modulation rate in the range not exceeding 30 kHz — 33 kHz. The £300 ppm requirement still
holds, which requires the two communicating Ports be modulated such that they never exceed a
total of 600 ppm difference. For most implementations this places the requirement that both Ports
require the same bit rate clock source when the data is modulated with an SSC.

4.3.7.2. Refclk Architectures

Three distinct Refclk architectures are possible: common Refclk, separate Refclks, and data driving
PLL. Each has an associated filter function that comprehends the worst case combination of PLL
bandwidth/peaking and equivalent jitter. The effective jitter seen at the Rx’s clock-data recovery
inputs is a function of the difference in Rx and. Tx PLL bandwidth and peaking convolved with the
jitter spectrum of the Refclk. It is also dependent on the Refclk architecture.

4.3.7.2.1. Filtering Functions Applied to Refclk Measurements

Raw Refclk data contains jitter over a wide range of frequencies, some of which will be tracked by
the Receiver or otherwise removed by the combination of the Tx and Rx PLLs. Consequently, it is
necessary to apply a series of filter operations to raw Refclk data in order to obtain meaningful jitter
measurements. The nature of the filter functions is in part dependent on the Refclk architecture.
For example, the PLL functions for common Refclk Rx and data clocked Rx architectures are
different and therefore yield differing amounts of HF Rj. Table 4-14 lists the filter functions for
common clocked and data clocked Rx architectures. In general, there are five different filter
functions applied:

O SSC separation: Used to remove SSC components from the low frequency range allowing one
to define separate low frequency Rj and low frequency Dj components

O 0.01 — 1.5 MHz step BPF: Lower edge of filter removes 1/fjitter contributions that are
completely trackable by CDR. This function also removes high frequency jitter components.

O 1.5 MHz step HPF: Removes low frequency jitter components, allowing one to define those
jitter components not trackable by CDR.
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O Edge filtering: Minimizes test equipment measurement artifacts caused by finite
sampling/voltage resolution aperture. This is a voltage averaging process that is applied at a
frequency of 5 GHz.

O PLL difference function or Max PLL BW function. The first is applied to the common clocked
5 Refclk Rx architecture and comprehends worst case mismatch between Tx and Rx PLLs and
impact of transport delay. The second is applied to data clocked Rx architecture and
comprehends maximum PLL BW and peaking.

Table 4-14: Filtering Functions Applied to Refclk Measurements

Refclk Architecture Common Refclk Rx Data Clocked Rx
< 1.5 MHz jitter components SSC separation No SSC separation

PLL difference function Max PLL BW fcn

- 1.5 MHZ step BPF 0.01 - 1.5 MHz step BPF
> 1.5 MHz jitter components PLL difference function Max PLL BW fcn

1.5 MHz step HPF 1.5 MHz step HPF

Edge filtering Edge filtering

Implementation details for the PLL difference and maximum PLL functions are described in the
sections relating to common Refclk Rx and data clocked Rx architectures that follow. The 1.5 MHz
10 HPF and 0.01 — 1.5 MHz BPF characteristics are described in Figure 4-21.

4.3.7.2.2. Common Refclk Rx Architecture

This architecture implies that a single Refclk source is distributed to the Tx and Rx. Asa
consequence, much of the SSC jitter sourced by the Refclk is propagated equally through Tx and Rx
PLLs, and so intrinsically tracks. Figure 4-49 illustrates the common Refclk Rx architecture,
showing key noise, delay, and PLL transform sources. Since Refclk is common to both Tx and Rx,

15 its noise characteristic, X, (s) is driven to both Tx and Rx PLLs. The amount of jitter appearing at
the CDR is then defined by the difference function between the Tx and Rx PLLs, HCC(s).

—>| Tx Latch >’° Rx Latch —>
JA AN
>
T, = Transport Delay Delta CDR
Hy(s) | TxPLL Refclk RxPLL | Hy(s)
X4(s) X4(s)

A-0568

Figure 4-49: Common Refclk Rx Architecture

Based on the above clock architecture, it is possible to define a difference function that corresponds
to the worst case mismatch between Tx and Rx PLLs. Second order transfer functions are assumed,
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even though most PLL transfer functions are 3" order or higher, since 2™ order functions tend to
yield a slightly conservative difference function vis-a-vis an actual PLL.

ch (s)= Xl(s) * Hcc (s)

2 2
25810y + Wy e=sT _ 258,00, + 0,
2 2 2 2
ST+ 25élla)nl + 0y ST+ 284’20)n2 + Wy, Equation 3

Hec (8)=

Jitter contribution from H, Jitter contribution from H,

5 Conversion between the natural PLL frequency o, and the -3 dB point is given by the following
expression.

Ws45 = Wy \/1+2§2 +y([1+247%)% +1 Equation 4

In the common Refclk architecture it is also necessary to comprehend a maximum Transmitter to
Receiver transport delay difference. This delay delta is illustrated in Figure 4-50 and represents the

10 delay difference between the Transmitter data and recovered Receiver clock as seen at the inputs to
the receive latch.

Adapter Motherboard
§ . Ext_Tx_data .

Transmit Device — Receive

Device Rx Latch
T Lateh {;: g Channel |

A
> CDR
Int_Rx_data | Int_Rx_clk
Int_Tx

TXPLL |1 ¢k dafa Rx PLL

k Ext_Tx_clk ’ Ext_Rx_clk

Channel — Refclk

=

A-0569

Figure 4-50: Refclk Transport Delay Paths for a Common Refclk Rx Architecture

PLL BW and peaking numbers are defined in Table 4-15. The filter function is defined by H(s)
15 and includes expressions for the min and max PLL characteristics, where the smaller PLL. BW

cotresponds to o, and §; and the larger PLL BW corresponds to o, and {,. The ¢*"' term
corresponds to the transport delay delta as illustrated in Figure 4-50.
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Table 4-15: Difference Function Parameters Applied to Refclk Measurement

Symbol Parameter Min Max Units Comments
T, Data/clock transport 12 ns See Note 1.
delay delta
o PLL #1 natural 4.31*2n or Mrad/s See Notes 1, 2, and 3.
frequency 1.82*2n
¢ PLL #1 damping factor | 0.54 or 1.75 See Notes 1 and 2.
1.16 (0.5dB)
o PLL #2 natural 8.61*2n  |Mrad/s See Note 1.
frequency
& PLL #2 damping factor | 0.54 or 1.75 See Notes 1, 2, and 4.
1.16 (0.5 dB)
Notes:

1. T defines to the cumulative transport delay delta of the data and Refclk paths as shown in Figure 4-50 and
includes both off-chip and on-chip delay terms. Maximum internal transport delay for Tx and Rx is 2.0 ns.

2. For the common Refclk Rx architecture, two possible combinations of minimum PLL BW and corresponding
5 peaking are specified. If the min PLL BW is =5 MHz, then a max peaking of 1.0 dB (corresponding to { = 1.16)
is required. If the min PLL BW is 28 MHz, then 3 dB of peaking (corresponding to { = 0.54) is allowed.

3. The natural frequency limits for PLL #1 correspond to -3 dB cutoff frequencies of 8.0 MHz (4.31e6*2x) and 5.0
MHz (1.82e6*2r).

4. The natural frequency limit for PLL #2 of 8.61e6*2n corresponds to a -3 dB cutoff frequency of 16 MHz.

4.3.7.2.3. Refclk Compliance Parameters for Common Refclk Rx
Architecture

10 Table 4-16 defines the compliance parameters for the common Refclk Rx architecture.

Table 4-16: Refclk Parameters for Common Refclk Rx Architecture at 5.0 GT /s

Limits Units Note
Symbol Description
Min Max

TREFCLK-HF-RMS > 1.5 MHz to Nyquist RMS 3.1 ps RMS 1

jitter after applying

Equation 4-3
TREFCLK-SSC-RES SSC residual 75 ps 1
TREFCLK-LF-RMS 10 kHz - 1.5 MHz RMS Jltter 3.0 ps RMS 2
Tssc-rrea-peviaTion | SSC deviation +0.0/-0.5 %
T ssC-MAX-PERIOD- Maximum SSC df/dt 0.75 pS/U| 3
SLEW

Notes:

1. Trercik-HF-RMs IS measured at the far end of the test circuit illustrated in Figure 4-52 after the following filter
functions have been applied.

2. Trercik-ssc-res and TrercLk-LF-rMs @re measured after applying the following filter functions.
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3.  Defined for a worst case SSC modulation profile such as Lexmark.

4.3.7.2.4. Data Clocked Rx Architecture

The architecture does not use Refclk at the Receiver during data recovery, but instead uses the
embedded clock edge information contained in the data to directly drive the Rx CDR as shown in

Figure 4-51.
—>| TxLatch >’° — RxCDR (—>
A
Hq(s) | TxPLL
X4(s) Refclk
5 A-0571

Figure 4-51: Data Driving Architecture

The difference function for the above Refclk architecture is defined in the following equation:

Xoe (s)= Xl(s) * Hl(s)

2
285G, + @y
s% + 2S¢, + a)fl

Hl(s):

Equation 5

In the data clocked Rx architecture, the amount of Refclk jitter propagated depends on the
maximum PLL bandwidth (16 MHz, 3 dB of peaking). Itis also the case that the Rx CDR must

10 track the entirety of SSC, (20 ns) and the CDR must be capable of tracking SSC at a maximum slew
rate corresponding to the largest df/dt SSC modulation profiles.
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Table 4-17: PLL Parameters for Data Clocked Rx Architecture

Symbol Parameter Min Max Units Comments
o Tx PLL natural 8.61*2n Mrad/s See Note 1.
frequency
¢ Tx PLL damping factor | 0.54 1.75 See Notes 1 and 2.
(3.0 dB) (0.5 dB)

Notes:

1. The o1 and 1 correspond to 16 MHz with 3.0 dB of peaking. Note that for the data driving architecture we
cannot take advantage of the differencing function for two PLLs and must instead apply the full 0-16
MHz/3.0 dB peaking PLL transfer function. Similarly, the lack of an Rx PLL obviates the need for defining a
5 transport delay parameter.

2. A minimum peaking is also specified in order to place an upper limit on the amount of energy in the rolloff of the
PLL. Since ¢, defines both the peaking and rolloff, a minimum and maximum for ¢; uniquely defines the
amount of BW in the rolloff region.

4.3.7.2.5. Refclk Compliance Parameters for Data Clocked Rx
Architecture

Table 4-18 defines the Refclk jitter parameters for a Refclk in a data clocked Rx architecture.

Table 4-18: Refclk Parameters for Data Clocked Rx Architecture

o Limits Units Note
Symbol Description
Min Max

TREFCLK—HF-RMS 1.5- NqulSt MHz RMS Jltter 4.0 ps RMS 1

after applying Equation 4-5
TREFCLK-SSC-FULL Full SSC modulation 20 ns 1

corresponding to +0 — 0.5%
TREFCLK-LF-RMS 10 kHz - 1.5 MHz RMS _]Itter 7.5 ps RMS 2
Tssc-FREQ-DEVIATION +0.0/-0.5 %
TSSC—MAX—PERIOD— Max SSC df/dt 0.75 pS/U| 3
SLEW

10 Notes:

1. Trercik-HF-RMs iS measured at the far end of the test circuit illustrated in Figure 4-52 after the following filter
functions have been applied.

2.  Trercik-ssc-ruLL and TrercLk-LF-rus a@re measured after applying the following filter functions.

3. Defined for a worst case SSC modulation profile such as Lexmark.
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4.3.7.3. Refclk Test Setup

The test setup for the Refclk assumes that only the Refclk generator itself is present. Provision is
made in the test setup to account for signal degradation that occurs between the pins of the Refclk
generator and the Transmitter or Receiver in an actual system. The above described setup emulates
the worst case signal degradation that is likely to occur at the pins of a PCI Express device.

DUT |<— 12 inches —>| Refclk
/ Margins
Refclk [ Differential
Generator \ PCB Trace
2.0 pF
100 Q + 10% 2.0 pF
Differential T
Traces

A-0572

Figure 4-52: Refclk Test Setup

4.3.7.4. Bit Rate Tolerance and Spread Spectrum Clocking

The tolerance for the Refclk is 100 MHz 300 ppm, where this number is defined with spread
spectrum clocking (SSC) turned off. SSC may be implemented as a method of reducing EMI. The
Refclk rate for a single source may be modulated from +0 to -5000 ppm of the nominal data rate
frequency, at a modulation rate lying within a 30 kHz — 33 kHz range.

4.3.7.5. Separate Refclk Architecture

It is also possible to architect a PCI Express implementation with separate Refclk sources for the Tx
and Rx. Since this architecture employs two independent clock sources, the amount of jitter
impinging on the Receiver is the RSS sum, rather than the difference of the PLL transfer
characteristics. As a consequence, the jitter requirements for the Refclks in a separate Refclk system
architecture are substantially tighter than for a common clocked Refclk Rx architecture.
Furthermore, it is not in general possible to guarantee interoperability between separate clock
architecture components and those using other clock architectures. For example, a separate Refclk
adapter will not interoperate with a root complex driving data with SSC. For this reason, this
specification does not explicitly define the requirements for separate clock architecture, but instead
will defer to the appropriate form factor specification.
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—>| TxLatch ” Channel Rx Latch —>
A A

Hy(s) | TxPLL CDR

X4(s) | Refclk #1 Rx PLL | Hy(s)

Refclk #2 | Xo(s)

Figure 4-53: Separate Refclk Architecture

The impact of tighter Refclk margins for the separate clock architecture may be seen by examining
the phase jitter transfer equations below. Since both Refclks are independent, their phase jitter is
passed through the Tx and Rx PLLs independently, and the maximum PLL BW/peaking of

5 16 MHz/3 dB must be assumed. Additionally, since both Tx and Rx Refclks are independent, their
Rj terms add as an RSS value. Consequently, the jitter characteristics for the separate clock
architecture must be considerably tighter than for the other two architectures.

Hl(S)—|: 258,00, + Wy } HZ(S)=|: 25,0, + @p :|

2 2 2 2
$° 4256, + @y S 256,00 Equation 6

X oo (8) = y/[X1(8) * Hy (8)]? +[X, () * H, (5)]?

10
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5. Power Management

This chapter describes PCI Express power management (PCI Express-PM) capabilities and
protocols.

5.1. Overview

PCI Express-PM provides the following services:

U A mechanism to identify power management capabilities of a given Function
U The ability to transition a Function into a certain power management state
O Notification of the cutrent power management state of a Function

U The option to wakeup the system on a specific event

PCI Express-PM is compatible with the PCI Bus Power Management Interface Specification, Revision 1.2,
and the Advanced Confignration and Power Interface Specification, Revision 2.0. This chapter also defines
PCI Express native power management extensions. These provide additional power management
capabilities beyond the scope of the PCI Bus Power Management Interface Specification.

PCI Express-PM defines Link power management states that a PCI Express physical Link is
permitted to enter in response to either software driven D-state transitions or active state Link
power management activities. PCI Express Link states are not visible directly to legacy bus driver
software, but are derived from the power management state of the components residing on those
Links. Defined Link states are L0, LOs, L1, L2, and L.3. The power savings increase as the Link
state transitions from LO through L3.

Components may wakeup the system using a wakeup mechanism followed by a power management
event (PME) Message. PCI Express systems may provide the optional auxiliary power supply
(Vaux) needed for wakeup operation from states where the main power supplies are off. PCI
Express-PM extends the PME mechanism defined in conventional PCI-PM as PCI Express PME

Messages include the Requester ID of the requesting agent. These PME Messages are in-band TLPs

routed from the requesting Function towards the Root Complex.

293



10

15

20

PCI EXPRESS BASE SPECIFICATION, REV. 2.0

Another distinction of the PCI Express-PM PME mechanism is its separation of the following two
PME tasks:

U Reactivation (wakeup) of the associated resources (i.e., re-establishing reference clocks and main
power rails to the PCI Express components)

U Sending a PME Message to the Root Complex

Active State Power Management (ASPM) is an autonomous hardware-based, active state mechanism
that enables power savings even when the connected components are in the DO state. After a
period of idle Link time, an ASPM Physical-Layer protocol places the idle Link into a lower power
state. Once in the lower-power state, transitions to the fully operative IO state are triggered by
traffic appearing on either side of the Link. ASPM may be disabled by software. Refer to Section
5.4.1 for more information on ASPM.

5.1.1. Statement of Requirements

All PCI Express Functions, with the exception of Functions in a Root Complex, are required to
meet or exceed the minimum requirements defined by the PCI-PM software compatible PCI
Express-PM features. Root Complexes are required to participate in Link power management
DLLP protocols initiated by a Downstream device. For further details, refer to Section 5.3.2.

ASPM is a required feature (LLOs entry at minimum) for Root Ports, Upstream Ports, and Switch
Downstream Ports. Refer to Section 5.4.1 for more information on ASPM.

5.2. Link State Power Management

PCI Express defines Link power management states, replacing the bus power management states
that were defined by the PCI Bus Power Management Interface Specification. Link states are not visible to
PCI-PM legacy compatible software, and are either derived from the power management D-states of
the corresponding components connected to that Link or by ASPM protocols (see Section 5.4.1).

Note that the PCI Express Physical Layer may define additional intermediate states. Refer to
Chapter 4 for more detail on each state and how the Physical Layer handles transitions between
states.
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PCI Express-PM defines the following Link power management states:
O 1.0 — Active state.

10
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LO support is required for both ASPM and PCI-PM compatible power management
All PCI Express transactions and other operations are enabled.
LOs — A low resume latency, energy saving “standby’ state.

LOs support is required for ASPM. It is not applicable to PCI-PM compatible power
management.

All main power supplies, component reference clocks, and components’ internal PLLs must be
active at all times during L.Os. TLP and DLLP transmission is disabled for a Link in LOs.

The Physical Layer provides mechanisms for quick transitions from this state to the LO state.
When common (distributed) reference clocks are used on both sides of a Link, the transition
time from LOs to LO is typically less than 100 Symbol Times.

It is possible for the Transmit side of one component on a Link to be in LOs while the Transmit
side of the other component on the Link is in LO.

L1 — Higher latency, lower power “standby” state.

L1 support is required for PCI-PM compatible power management. L1 is optional for ASPM
unless specifically required by a particular form factor.

All main power supplies must remain active during L.1. All platform-provided component
reference clocks must remain active during L1, except as permitted by Clock Power
Management (using CLKREQ#) when enabled. A component’s internal PLLs may be shut off
during .1, enabling greater power savings at a cost of increased exit latency.38

The L1 state is entered whenever all Functions of a Downstream component on a given Link are
programmed to a D-state other than D0. The L1 state also is entered if the Downstream
component requests L1 entry (ASPM) and receives positive acknowledgement for the request.

Exit from L1 is initiated by an Upstream-initiated transaction targeting a Downstream
component, or by the Downstream component’s initiation of a transaction heading Upstream.
Transition from L1 to LO is typically a few microseconds.

TLP and DLLP transmission is disabled for a Link in L1.
L2/1L3 Ready — Staging point for L2 or L3.
L.2/1.3 Ready transition protocol support is required.

1.2/1.3 Ready is a pseudo-state (corresponding to the LTSSM 1.2 state) that a given Link enters
when preparing for the removal of power and clocks from the Downstream component or from
both attached components. This process is initiated after PM software transitions a device into a
D3 state, and subsequently calls power management software to initiate the removal of power
and clocks. After the Link enters the 1.2/1.3 Ready state the component(s) ate ready for power
removal. After main power has been removed, the Link will either transition to L2 if Vaux is

38 For example, disabling the internal PLL may be something that is desirable when in D3y, but not so when in D1 or
D2.
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provided, or it will transition to L3 if no Vaux is provided. Note that these are PM pseudo-
states for the Link; under these conditions, the LTSSM will in, general, operate only on main
power, and so will power off with main power removal.

The 1.2/1.3 Ready state entry transition process must begin as soon as possible following the
acknowledgment of a PME_Turn_Off Message, (i.e., the injection of a PME_TO_Ack TLP).
The Downstream component initiates 1.2/1.3 Ready entry by sending a PM_Enter_1.23 DLLP.
Refer to Section 5.6 for further detail on power management system Messages.

TLP and DLLP transmission is disabled for a Link in I.2/1.3 Ready.

Note: Exit from L.2/L3 Ready back to LO will be through intermediate LTSSM states. Refer to
Chapter 4 for detailed information.

L2 — Auxiliary-powered Link, deep-energy-saving state.

L2 support is optional, and dependent upon the presence of Vaux.

A component may only consume Vaux power if enabled to do so as described in Section 5.5.1.
In L2, the component’s main power supply inputs and reference clock inputs are shut off.

When in L2, any Link reactivation wakeup logic (Beacon or WAKE#), PME context, and any
other “keep alive” logic is powered by Vaux.

TLP and DLLP transmission is disabled for a Link in L.2.

L3 — Link Off state.

When no power is present, the component is in the 1.3 state.
LDn — A transitional Link Down pseudo-state prior to LO.

This pseudo-state is associated with the LTSSM states Detect, Polling, and Configuration, and,
when applicable, Disabled, Loopback, and Hot Reset.

Refer to Section 4.2 for further detail relating to entering and exiting each of the L-states between
L0 and L.2/1.3 Ready (L.2.Idle from the Chapter 4 perspective). The L2 state is an abstraction for
PM purposes distinguished by the presence of auxiliary power, and should not be construed to imply
a requirement that the LTSSM remain active.

The electrical section specifies the electrical properties of drivers and Receivers when no power is
applied. This is the L3 state but the electrical section does not refer to L3.

Figure 5-1 highlights the legitimate L-state transitions that may occur during the course of Link
operation.
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